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Abstract

STILTS isaset of command-line tools for processing tabular data. It has been designed for, but is
not restricted to, use on astronomical data such as source catalogues. It contains both generic
(format-independent) table processing tools and tools for processing VOTable documents. Facilities
offered include crossmatching, format conversion, format validation, column calculation and
rearrangement, row selection, sorting, plotting, statistical calculations and metadata display.
Calculations on cell data can be performed using a powerful and extensible expression language.

The package is written in pure Java and based on STIL, the Starlink Tables Infrastructure Library.
This gives it high portability, support for many data formats (including FITS, VOTable, text-based
formats and SQL databases), extensibility and scalability. Where possible the tools are written to
accept streamed data so the size of tables which can be processed is not limited by available
memory. As well as the tutorial and reference information in this document, detailed on-line help is
available from the tools themselves.

The STILTS application is available under the GNU General Public License (GPL) though most
parts of the library code may alternatively be used under the GNU Lesser General Public License
(LGPL).
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1 Introduction

STILTS provides a number of command-line applications which can be used for manipulating
tabular data. Conceptually it sits between, and uses many of the same classes as, the packages STIL,
which is a set of Java APIs providing table-related functionality, and TOPCAT, which is agraphical
application providing the user with an interactive platform for exploring one or more tables. This
document is mostly self-contained - it covers some of the same ground as the STIL and TOPCAT
user documents (SUN/252 and SUN/253 respectively).

Currently, this package consists of commands in the following categories:

Generic table manipulation
t copy, tpipe, tmulti,trmultin,tcat,tcatn, tloop,tjoin,arrayjoin,tgridnmap, andtcube

(see Section 6).

Crossmatching
t mat chl, t mat ch2, t mat chn and t skymat ch2 (See Section 7).

Plotting
pl ot 2pl ane, pl ot 2sky, pl ot 2cube, pl ot 2sphere and pl ot 2ti me (also deprecated old-style
plot commands pl ot 2d, pl ot 3d and pl ot hi st ) (See Section 8).

Sky Pixel Operations
t skymap, pi xf oot and pi xsanpl e.

VOTable
vot copy and votlint.

Virtual Observatory access
cdsskymatch, cone, coneskynmatch, tapquery, tapresune, tapskymatch, taplint,
datal i nkl i nt andregquery.

SQL databases
sql client, sql updat e and sql skymat ch.

Miscellaneous
cal ¢ (Appendix B.2), funcs (Appendix B.7), server (Appendix B.19) and xsdvalidate
(Appendix B.44).

See Appendix A for an expanded version of thislist.

There are many ways you might want to use these tools; here are afew possibilities:

I'n conjunction with TOPCAT
you can identify a set of processing steps using TOPCAT's interactive graphical facilities, and
construct a script using the commands provided here which can perform the same steps on
many similar tables without further user intervention.

Format conversion
If you have a separate table processing engine and you want to be able to output the resultsin a
somewhat different form, for instance converting it from FITS to VOTable or from
TABLEDATA-encoded to BINARY-encoded VOTable, or to perform some more
scientifically substantial operation such as changing units or coordinate systems, substituting
bad values etc, you can pass the results through one of the tools here. Since on the whole
operation is streaming, such conversion can easily and efficiently be done on the fly.

Server-side oper ations
The tools provided here are suitable for use on servers, either to generate files as part of aweb
service (perhaps aong the lines of the Format conversion item above) or as configurable
components in a server-based workflow system. The server command may help, but is not
required, for use in these situations.
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Quick look
You might want to examine the metadata, or a few rows, or a statistical summary of a table
without having to load the whole thing into TOPCAT or some other table viewer application.
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2Thestilts command

All the functions available in this package can be used from a single command, which is usually
referred to in this document simply as"sti | t s". Depending on how you have installed the package,
you may just type"sti I ts", or something like

java -jar sone/path/stilts.jar
or

java -classpath topcat-lite.jar uk.ac.starlink.ttools.Stilts
or something else - thisis covered in detail in Section 3.

In general, the form of acommand is

stilts <stilts-flags> <task-nane> <task-args>

The forms of the parts of this command are described in the following subsections, and details of
each of the available tasks along with their arguments are listed in the command reference
(Appendix B) at the end of this document. Some of the commands are highly configurable and have
avariety of parameters to define their operation. In many cases however, it's not complicated to use
them. For instance, to convert the datain a FITS table to VOTable format you might write:

stilts tcopy cat.fits cat.vot

2.1 Stiltsflags

Some flags are common to al the tasks in the STILTS package, and these are specified after the
stilts invocation itself and before the task name. They generally have the same effect regardless
of which task is running. These generic flags are as follows:

-hel p
Prints a usage message for the stilts command itself and exits. The message contains a
listing of all the known tasks.

-version
Printsthe STILTS version number and exits.

-ver bose
Causes more verbose information to be written during operation. Specifically, what this doesis
to boost the logging level by one notch. It may be specified multiple times to increase
verbosity further. The flag +ver bose can be used to do the opposite (reduce the logging level
by one notch).

-al l omunused
Causes unused parameter settings on the command line to be tolerated. Normally, any unused
parameters on the command line cause a usage message to be output and the command to fail,
on the assumption that if you've supplied a parameter setting that's not doing anything it is
probably a mistake and you should be given a chance to correct it. But if this flag is set, you
just get awarning through the logging system about any unused parameters, and the command
Is executed asif they weren't there.

- pronpt
Most of the STILTS commands have a number of parameters which will assume sensible
defaults if you do not give them explicit values on the command line. If you use the - pr onpt
flag, then you will be prompted for every parameter you have not explicitly specified to give
you an opportunity to enter a value other than the default.
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- bench
Outputs the elapsed time taken by the task to standard error on successful completion.

- debug
Sets up output suitable for debugging. The most visible consequence of thisis that if an error
occurs then afull stacktrace is output, rather than just a user-friendly report.

- bat ch
Some parameters will prompt you for their values, even if they offer legal defaults. If you use
the - bat ch flag, then you won't be prompted at all.

- menory
Encourages the command to use java heap memory for caching large amounts of data rather
than using temporary disk files. The default is to use memory for small tables, and disk for
large ones. This flag is in most cases equivalent to specifying the system property
-Dstart abl e. st orage=nmenory.

- di sk
Encourages the command to use temporary files on disk for caching table data. The default is
to use memory for small tables, and disk for large ones. Using this flag may help if you are
running out of memory. This flag isin most cases equivalent to specifying the system property
-Dstart abl e. st or age=di sk.

- mengui
Displays a graphica window while the command is running which summarises used and
available heap memory. May be useful for profiling or understanding resource constraints.

- checkversi on <vers>
Requires that the version is exactly as given by the string <ver s>. If it isnot, STILTS will exit
with an error. This can be useful when executing in certain controlled environments to ensure
that the correct version of the application is being picked up.

-stdout <file>
Sends all normal output from the run to the given file. By default this goes to the standard

output stream. Supplying an empty string or "- " for <f i | e> will restore this default behaviour.

-stderr <file>
Sends all error output from the run to the given file. By default this goes to the standard error

stream. Supplying an empty string or "- " for <fi | e> will restore this default behaviour.

If you are submitting an error report, please include the result of running stilts -version and the
output of the troublesome command with the - debug flag specified.

2.2 Task Names

The <t ask- nane> part of the command line is the name of one of the tasks listed in Appendix B -
currently the available tasks are:

arrayj oin
calc
cdsskymat ch
cone
coneskymat ch
dat al i nkl i nt
funcs

pi xf oot

pi xsanpl e

pl ot 2cube

pl ot 2pl ane
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pl ot 2sphere
pl ot 2sky

pl ot 2ti ne
pl ot 2d

p! ot 3d

pl ot hi st
regquery
server

sql cli ent
sqgl skymat ch
sql updat e
taplint
tapquery

t apr esunme

t apskymat ch
t cat

tcatn

t copy

t cube

tgri dmap
tjoin

tl oop

t mat chl

t mat ch2

t mat chn
trmul t

tmul tin

t pi pe

t skymap

t skymat ch2
vot copy
votlint
xsdval i dat e

2.3 Task Arguments

The <t ask- ar gs> part of the command lineisalist of parameter assignments, each giving the value
of one of the named parameters belonging to the task which is specified in the <t ask- name> part.

The general form of each parameter assignment is

<par am nane>=<par am val ue>

If you want to set the parameter to the null value, which islegal for some but not all parameters, use
the specia string "nul | ", or just leave the value blank ("<par am nane>="). In some cases you can
optionally leave out the <param nanme> part of the assignment (i.e. the parameter is positionally
determined); this is indicated in the task's usage description if the parameter is described like
[ <par am nanme>=] <par am val ue> rather than <par am name>=<par am val ue>. If the <par am val ue>
contains spaces or other special characters, then in most cases, such as from the Unix shell, you will
have to quote it somehow. How this is done depends on your platform, but usually surrounding the
whole value in single quotes will do the trick.

Tasks may have many parameters, and you don't have to set all of them explicitly on the comand
line. For a parameter which you don't set, two things can happen. In many cases, it will default to
some sensible value. Sometimes however, you may be prompted for the value to use. In the latter
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case, alinelike thiswill be written to the termina

mat cher - Nane of matching al gorithm[sky]:

This is prompting you for the value of the parameter named natcher. "Name of matching
algorithm"” is a short description of what that parameter does. "sky" is the default value (if there is
no default, no value will appear in square brackets). At this point you can do one of four things:

* Hit return - this will select the default value if there is one. If there is no default, this is
equivalent to entering "nul | .

» Enter a value for the parameter explicitly. The specia value "nul 1" means the null value,
which islegal for some, but not all parameters. If the value you enter is not legal, you will see
an error message and you will beinvited to try again.

» Enter "hel p" or aquestion mark "?". This will output a message giving a detailed description
of the parameter and prompt you again.

» Bail out by hitting ctrl-C or whatever is usual on your platform.

Under normal circumstances, most parameters which have a legal default value will default to it if
they are not set on the command line, and you will only be prompted for those where there is no
default or the program thinks there's a good chance you might not want to use it. Y ou can influence
this however using flagsto the sti | ts command itself (see Section 2.1). If you supply the - pr onpt
flag, then you will be prompted for every parameter you have not explicitly set. If you supply
- bat ch on the other hand, you won't be prompted for any parameters (and if you fail to set any
without legal default values, the task will fail).

If you want to see the actual values of the parameters for a task as it runs, including prompted
values and defaulted ones which you haven't specified explicitly, you can use the - ver bose flag
after thestilts command:

% stilts -verbose tcopy cat.fits cat.vot ifm=fits
INFO tcopy in=cat.fits out=cat.vot ifnt=fits of nt=(auto)

If you make a parameter assignment on the command line for a parameter which is not used by the
task in question, STILTS will issue an error message and the task will fail. Note some parameters
are only used dependent on the presence or values of other parameters, so even supplying a
parameter which is documented in the task's usage can have this effect. This is done on the
assumption that if you have supplied a spurious parameter it's probably a mistake and you should be
given the opportunity to correct it. But if you want to be free to make these mistakes without the
task failing, you can supply the - al | owunused flag as described in Section 2.1, in which case they
will just result in awarning.

Extensive help isavailable from sti | t s itself about task and its parameters, as described in the next
section.

2.4 Getting Help

As well as the command descriptions in this document (especially the reference section Appendix
B) you can get help for STILTS usage from the command itself. Typing

stilts -help
results in this output:

Usage:
stilts [-help] [-version] [-verbose] [-allownused] [-pronpt] [-bench]

[-debug] [-batch] [-menory] [-disk] [-mengui]

[ -checkversion <vers>] [-stdout <file>] [-stderr <file>]

<t ask- name> <t ask-ar gs>
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stilts <task-name> hel p[ =<par am nanme>| *]

Known t asks:
arrayj oin
calc
cdsskymat ch
cone
coneskymat ch
dat al i nkl i nt
funcs
pi xf oot
pi xsanpl e
pl ot 2d
pl ot 3d
pl ot hi st
regquery
server
sql cl i ent
sql skymat ch
sql updat e
taplint
t apquery
t apr esune
t apskymat ch
t cat
tcatn
t copy
t cube
tgri dmap
tjoin
tl oop
tmatchl
t mat ch2
t mat chn
tmul t
tnul tin
t pi pe
t skymap
t skymat ch2
vot copy
vot | i nt
xsdval i dat e
pl ot 2pl ane
pl ot 2sky
pl ot 2cube
pl ot 2sphere
pl ot 2t ne

For help on the individual tasks, including their parameter lists, you can supply the word hel p after
the task name, so for instance

stilts tcopy help
resultsin

Usage: tcopy ifnt=<in-format> of nt=<out-formt>
[ n=] <tabl e> [ out =] <out -t abl e>

Finally, you can get help on any of the parameters of a task by writing hel p=<par am nanme>, like
this:

stilts tcopy hel p=in
gives

Hel p for paranmeter INin task TCOPY
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Usage:
[i n=] <t abl e>
Summary:
Location of input table
Descri ption:
The | ocation of the input table. This nay take one of the follow ng
forms:
* A fil enane.
* A URL.
* The special value "-", nmeaning standard input. In this case the

i nput format nust be given explicitly using the ifnt paraneter.
Note that not all formats can be streamed in this way.

* A schene specification of the form:<schene-nanme>: <schene-args>.

A systemconmand line with either a "<" character at the start, or

*

a "|" character at the end ("<syscmd" or "syscnd|"). This
executes the given pipeline and reads fromits standard output.
This will probably only work on unix-1ike systens.

In any case, conpressed data in one of the supported conpression
formats (gzip, Unix conpress or bzip2) will be deconpressed
transparently.

Type:
uk. ac. starlink.tabl e. Star Tabl e

If you use "+" instead of a parameter name in this usage, help for al the parameters will be printed.
Note that in most shells you will probably need to quote the asterisk, so you should write

stilts tcopy hel p="*'

In some cases, as described in Section 2.3, you will be prompted for the value of a parameter with a
line something like this:

mat cher - Nane of matching al gorithm[sky]:

In this case, if you enter "hel p" or a question mark, then the parameter help entry will be printed to
the screen, and the prompt will be repeated.

For more detailed descriptions of the tasks, which includes explanatory comments and examples as
well as the information above, see the full task descriptions in the Command Reference (Appendix
B).
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3 Invocation

There are a number of ways of invoking commands in the sti | ts application, depending on how
you have installed the package. This section describes how to invoke it from the command line.
Other options are using it from Jython (the Java implementation of the Python language) as
described in Section 4, invoking it over HTTP as described in Section 11, and invoking it from
within a Java application as described in Section 12.

If you're using a Unix-like operating system, the easiest way isto usethestilts script. If you have
a full starjava installation it is in the starjava/ bi n directory. Otherwise you can download it
separately from wherever you got your STILTS installation in the first place, or find it at the top of
thestilts.jar Ortopcat-*.jar that containsyour STILTS installation, so do something like

unzip stilts.jar stilts
chnmod +x stilts

to extract it (if you don't have unzi p, try jar xvf stilts.jar stilts).stilts isasimple shell
script which just invokes java with the right classpath and the supplied arguments.

Torunusing thestilts script, first make sure that both the j ava executable and the sti | ts script
itself are on your path, and that the stilts.jar or topcat-*.jar jar fileisin the same directory as
stilts. Thentheform of invocationis:

stilts <java-flags> <stilts-flags> <task-nane> <task-args>

A simple example would be:

stilts votcopy format=binary t1.xm t2.xm

in this case, as often, there are no <j ava-flags> Or <stilts-flags>. If you use the - cl asspat h
argument or have a CLASSPATH environment variable set, then classpath elements thus specified
will be added to the classpath required to run the command. The examples in the command
descriptions below use this form for convenience.

If you don't have a Unix-like shell available however, you will need to invoke Java directly with the
appropriate classes on your classpath. If you have the file stilts.jar, in most cases you can just
write:

java <java-flags> -jar stilts.jar <stilts-flags> <task-nane> <task-args>
which in practice would look something like

java -jar /some/where/stilts.jar votcopy format=binary t1.xm t2.xm

In the most general case, Javas-j ar flag might be no good, for one of the following reasons:

1. You havethe classesin someform other thanthestilts.jar file(such astopcat-full.jar)

2. You need to specify some extra classes on the classpath, which is required e.g. for use with
JDBC (Section 3.4) or if you are extending the commands (Section 10.8.3) using your own
classes at runtime

In this case, you will need an invocation of thisform:

java <java-flags> -classpath <cl ass- pat h>
uk.ac.starlink.ttools.Stilts <stilts-flags> <task-nane> <task-args>
The example above in this case would ook something like:

java -classpath /sone/where/topcat-full.jar uk.ac.starlink.ttools.Stilts
votcopy format=binary t1.xm t2.xmn
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Finally, as a convenience, it is possible to run STILTS from a TOPCAT installation by using its
-stilts flag, likethis:

topcat <java-flags> -stilts <stilts-flags> <task-nane> <task-args>
Thisis possible because TOPCAT is built ontop of STILTS, so contains a superset of its code.

The <stilts-flags>, <task-nanme> and <t ask-args> parts of these invocations are explained in
Section 2, and the <class-path> and <java-flags> parts are explained in the following
subsections.

3.1 Class Path

The classpath is the list of places that Java looks to find the bits of compiled code that it usesto run
an application. Depending on how you have done your installation the core STILTS classes could
be in various places, but they are probably in a file with one of the names stilts.jar,
topcat-lite.jar Or topcat-full.jar. The full pathname of one of these files can therefore be
used as your classpath. In some cases these files are self-contained and in some cases they reference
other jar filesin the filesystem - this means that they may or may not continue to work if you move
them from their original location.

Under certain circumstances the tools might need additional classes, for instance:

» JDBC drivers (see Section 3.4)
* Providing extended algebraic functions (see Section 10.8.3)
* Installing I/O handlers for new table formats (see SUN/252)

In this case the classpath must contain a list of al the jar files in which the required classes can be
found, separated by colons (unix) or semicolons (MS Windows). Note that even if al your jar files
are in a single directory you can't use the name of that directory as a class path - you must name
each jar file, separated by colons/semicolons.

3.2 Java Flags

In most cases it is not necessary to specify any additional arguments to the Java runtime, but it can
be useful in certain circumstances. The two main kinds of options you might want to specify
directly to Java are these:

System properties
System properties are a way of getting information into the Java runtime from the outside,
rather like environment variables. There is a list of the ones which have significance to
STILTS in Section 3.3. You can set them from the command line using a flag of the form
- Dnane=val ue. SO for instance to ensure that temporary files are written to the / hone/ scrat ch
directory, you could use the flag

-Djava. i o. tnpdir=/hone/ scratch

Memory size
Java runs with a fixed amount of 'heap’ memory; this is typically 64Mb by default. If one of
the tools fails with a message that says it's out of memory then this has proved too small for the
job in hand. You can increase the heap memory with the - xnx flag. To set the heap memory
size to 256 megabytes, use the flag

- Xnx256M
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(don't forget the 'M' for megabyte). You will probably find performance is dreadful if you
specify a heap size larger than the physical memory of the machine you're running on.

Y ou can specify other options to Java such as tuning and profiling flags etc, but if you want to do
that sort of thing you probably don't need me to tell you about it.

If you are using the sti | t s command-line script, any flagsto it starting - D or - X are passed directly
to the j ava executable. You can pass other flags to Java with the stilts script's -J flag; for
instance:

stilts -Xnx4M -J-verbose: gc calc 'njdTol so(0)
IS equivalent to

java - Xnx4M -verbose:gc -jar stilts.jar calc 'njdTol so(0)

3.3 System Properties

System properties are a way of getting information into the Java runtime - they are a bit like
environment variables. There are two ways to set them when using STILTS: either on the command
line using arguments of the form - bname=val ue (see Section 3.2) or in afile in your home directory
named . st arj ava. properti es, in the form of anane=val ue line. Thus submitting the flag

-Dvot abl e. strict=fal se

on the command line is equivalent to having the following in your . st arj ava. properti es file

# Force strict interpretation of the VOTabl e standard.
vot abl e. strict=fal se

The following system properties have special significanceto STILTS:

htt p. pr oxyHost
Can be used to force HTTP access to go via a named proxy; may be required if you are
attempting access to remote data or services from behind a firewall configured to block direct
HTTP connections. See java documentation for this property for more details.

j ava. awt . headl ess
May need to be set to "t rue” if running the plotting tasks on a headless server. You only need
to worry about thisif you see error messages complaining about headl essness.

java.io.tnpdir
The directory in which STILTS will write any temporary files it needs. This defaults to the
system temporary directory (e.g. / t np on Unix), so if working with large unmapped (e.g. CSV)
tables on a machine with limited space on the default disk, it may be necessary to changeit.

java. util.concurrent. ForkJoi nPool . comon. paral | el i sm
Controls the level of parallelisation done by certain processing, currently mainly visualisation.
By default it is typically set to one less than the number of processing cores on the current
machine. To inhibit parallelisation (e.g. if you suspect that the parallel output is giving
different results to sequential processing) you can set thisto 1.

jdbc.drivers
Can be set to a (colon-separated) list of JDBC driver classes using which SQL databases can
be accessed (see Section 3.4).

jel.classes
Can be set to a (colon-separated) list of classes containing static methods which define
user-provided functions for synthetic columns or subsets. (see Section 10.8.3).
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mar k. wor kar ound
If set to "true", this will work around a bug in the mar k() /reset () methods of some java
| nput St r eam classes. These are rather common, including in Sun's J2SE system libraries. Use
thisif you are seeing errors that say something like "Resetting to invalid mark". Currently
defaultsto "false".

servi ce. maxparal | el
Raises the maximum number of concurrent queries that may be made during a multi-cone
operation. You should only increase this value with great care since you risk overloading
servers and becoming unpopular with data centres. As a rule, you should only increase this
value if you have obtained permission from the data centres whose services on which you will
be using the increased parallelism.

st ar. basi caut h. user

st ar. basi caut h. passwor d
If set, these will provide username and password for HTTP Basic Authentication. Any time the
application attempts to access an HTTP URL and is met by a 401 Unauthorized response, it
will try again supplying these user credentials. Thisis arather blunt instrument, since the same
identity is supplied regardless of which URL is being accessed, but it may be of some use in
accessing basi c-authentication protected services.

startabl e. readers
Can be set to a (colon-separated) list of custom table format input handler classes (see
SUN/252). Each class must implement the uk. ac. starlink. tabl e. Tabl eBui | der interface,
and must have a no-arg constructor. The readers thus named will be available alongside the
standard ones listed in Section 5.1.1.

startabl e. schemnes
Can be set to a (colon-separated) list of custom table scheme handler classes. Each class must
implement the uk. ac.starlink.tabl e. Tabl eSchene interface, and must have a no-arg
constructor. The schemes thus named will be available alongside the standard ones listed in
Section 5.3.

startabl e. st orage
Can be set to determine the default storage policy. Setting it to "di sk" has basically the same
effect as supplying the "-di sk" argument on the command line (see Section 2.1). Other
possible values are "adaptive", "nenory"”, "si deways" and "di scard"; see SUN/252. The
default is"adapt i ve", which means storing smaller tables in memory, and larger ones on disk.

startabl e. unnap
Determines whether and how unmapping of memory mapped buffers is done. Possible values
are "sun" (the default), "cl eaner ", "unsaf e" or "none". In most cases you are advised to leave
this alone, but in the event of unmapping-related JVM crashes (not expected!), setting it to

none may help.

startable.witers
Can be set to a (colon-separated) list of custom table format output handler classes (see
SUN/252). Each class must implement the uk.ac.starlink.table.StarTabl eWiter
interface, and must have a no-arg constructor. The writers thus named will be available
alongside the standard ones listed in Section 5.1.2.

vot abl e. nanespaci ng
Determines how namespacing is handled in input VOTable documents. Known values are
"none” (N0 namespacing, xmins declarations in VOTable document will probably confuse
parser), "l ax" (anything that looks like it is probably a VOTable element will be treated as a
VOTable element) and "strict" (VOTable elements must be properly declared in one of the
correct VOTable namespaces). May dso be set to the classname of a
uk. ac. starl i nk. vot abl e. Nanespaci ng implementation. The default is"l ax".

vot abl e. stri ct
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Controls the behaviour when encountering a VOTable FIELD or PARAM element with a
dat at ype attribute of char/uni codeChar, and no arr aysi ze attribute. The VOTable standard
says this indicates a single character, but some VOTables omit arraysize specification by
accident when they intend arraysi ze="*". If votabl e. strict iSSet true, amissing arraysize
will be interpreted as meaning a single character, and if fal se, it will be interpreted as a
variable-length array of characters (astring). The default ist r ue.

vot abl e. versi on
Selects the version of the VOTable standard which output VOTables will conform to by
default. May take the values "1.0", "1.1", "1.2", "1.3" or "1.4". By default, version 1.4
VOTables are written.

3.4 JDBC Configuration

This section describes additional configuration which must be done to alow the commands to
access SQL-compatible relational databases for reading or writing tables. If you don't need to talk to
SQL-type databases, you can ignore the rest of this section. The steps described here are the
standard ones for configuring JDBC (which sort-of stands for Java Database Connectivity); you can
find more information on that on the web. The best place to ook may be within the documentation
of the RDBM S you are using.

To use STILTS with SQL-compatible databases you must:

* Have access to an SQL-compatible database locally or over the network
* HaveaJDBC driver appropriate for that database

e Install that driver for use with STILTS

* Know the format the driver uses for URL s to access database tables

» Have appropriate privileges on the database to perform the desired operations

Installing the driver consists of two steps:

1. Ensurethat the classpath you are using includes this driver class as described in Section 3.1
2. Setthejdbc. drivers system property to the name of the driver class as described in Section
3.3

Here is an example of using t pi pe to write the results of an SQL query on a table in a MySQL
database asaVOTable:

stilts -classpath /usr/local/jars/nysqgl-connector-java.jar \
-Dj dbc. drivers=com nysql . jdbc. Driver \

t pi pe \
i n="j dbc: nysql ://local host/db1#SELECT id, ra, dec FROM gsc WHERE nmag < 9" \
of nt =vot abl e gsc. vot

or invoking Java directly:

java -classpath stilts.jar:/usr/local/jars/ mysql-connect-java.jar \
-Dj dbc. drivers=com nysql . jdbc. Driver \
uk.ac.starlink.ttools.Stilts tpipe\
i n="j dbc: nysql ://local host/db1#SELECT id, ra, dec FROM gsc WHERE mag < 9" \
of nt =vot abl e out =gsc. vot

Y ou have to exercise some care to get the arguments in the right order here - see Section 3.

Alternatively, you can set some of this up beforehand to make the invocation easier. If you set your
CLASSPATH environment variable to include the driver jar file (and the STILTS classes if you're
invoking Javadirectly rather than using the scripts), and if you put the line

j dbc. drivers=com nysql .jdbc. Driver
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inthe . starjava. properties filein your home directory, then you could avoid having to give the
-cl asspat h and - Oj dbc. dri ver s flags respectively.

Below are presented the results of some experiments with JDBC drivers. Note however that this
information may be be incomplete and out of date. If you have updates, feel free to pass them on
and they may be incorporated here.

To the author's knowledge, STILTS has successfully been used with the following RDBMSs and
corresponding JDBC drivers:

MySQL
MySQL has been tested on Linux with the Connector/J driver and seems to work; tested
versions are server 3.23.55 with driver 3.0.8 and server 4.1.20 with driver 5.0.4. Sometimes
tables with very many (hundreds of) columns cannot be written owing to SQL statement length
restrictions. Note there is known to be a column metadata bug in version 3.0.6 of the driver
which can cause a ClassCastException error when tables are written. Check the driver's

documentation for additional parameters, for instance
"useUni code=t r ue&char act er Encodi ng=UTF8" may be required to handle some non-ASCI|
characters.

PostgreSQL

PostgreSQL 7.4.1 apparently works with its own driver. Note the performance of this driver
appears to be rather poor, at least for writing tables.

Oracle
You can use Oracle with the JDBC driver that comes as part of its Basic Instant Client
Package.

SQL Server
There is more than one JDBC driver known to work with SQL Server, including JTDS and its
own JDBC driver. Some evidence suggests that jTDS may be the better choice, but your

mileage may vary.

Sybase ASE
There has been a successful use of Sybase 12.5.2 and jConnect (jconn3.jar) using a JDBC
URL like "j dbc: sybase: Tds: host nane: port / dbnane?user =XXX&passwor d=XXX#SELECT. . . ".
An earlier attempt using Sybase ASE 11.9.2 failed.

It is probably possible to use other RDBM Ss and drivers, but you may have to do some homework.

Here are some example command lines that at least have at some point got STILTS running with
databases:

PostgreSQL

stilts -classpath pg73jdbc3.jar \
-Dj dbc. drivers=org. postgresql.Driver ...

MySQL

stilts -classpath nysql-connector-java-3.0.8-bin.jar \
-Dj dbc. drivers=com nysql . jdbc. Driver ...

Oracle

stilts -classpath ojdbcl4.jar \
-Dj dbc. drivers=oracl e.jdbc.driver. O acl ebDriver ...

SQL Server with jTDS
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stilts -classpath jtds-1.1.jar \
-Dj dbc. drivers=net. sourceforge.jtds.jdbc.Driver

23
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4 JyStilts- STILTS from Python

Most of the discussions and examples in this document describe using STILTS as a standalone java
application from the command line; in this case, scripting can be achieved by executing one
STILTS command, followed by another, followed by another, perhaps controlled from a shell
script, with intermediate results stored in files.

However, it is aso possible to invoke STILTS commands from within the Jython environment.
Jython is a pure-java implementation of the widely-used Python scripting language. Using Jython is
almost exactly the same as using the more usual C-based Python, except that it is not possible to use
extensions which use C code. This means that if you are familiar with Python programming, it is
very easy to string STILTS commands together in Jython.

This approach has several advantages over the conventional command-line usage:

* You can make use of python programming constructions like loops, functions and variables

» Python syntax can be used to put together parameter values (especially referencing quoted
strings or values containing embedded spaces) in a way which is often less painful than doing
it from the shell

* Intermediate processing stages can be kept in memory (in a python variable) rather than having
to write them out to a file and read them in for the next command; this can be much more
efficient

» Because of the previous point, there are separate read, filter, processing and write commands,
which means command lines can be shorter and less confusing

* The java startup overhead (typically a couple of seconds) happens only once when entering
jython, not once for every STILTS command

Note however that you will not be able to introduce JyStilts commands into your larger existing
Python programs if those rely on C-based extensions, such as NumPy and SciPy, since JyStilts will
only run in JPython, while C-based extensions will only run in CPython. (See however JNumeric
for some of the Numpy functionality from Jython.)

Usage from jython has syntax which is similar to command-line STILTS, but with a few changes.
The following functions are defined by JyStilts:

* A function tread, which reads a table from a file or URL and turns it into a table object in
jython

A table method wr i t e which takes atable object and writesit to file

A table method for each STILTSfilter (e.g. cmd_head, cnd_sel ect, cmd_addcol )

A table method for each STILTS output mode (e.g. node_out , node_net a, node_sanp),

A function for each STILTStask (e.g. t mat ch2, t cat , pl ot 2sky)

A number of table methods which make table objects integrate nicely into the python
environment

Reasonably detailed documentation for these is provided in the usual Python way ("doc strings"),
and can be accessed using the Python "hel p* command, however for full documentation and
examples you should refer to this document.

In JyStilts the input, processing, filtering and output are done in separate steps, unlike in
command-line STILTS where they all have to be combined into a single line. This can make the
flow of execution easier to follow. A typical sequence will involve:

Reading one or more tables from file using thet r ead function

Perhaps filtering the input table(s) using one or more of the cnd_* filter methods

Performing core processing such as crossmatching

Perhaps filtering the result using one or more of the cnd_* filter methods

If running interactively, perhaps examining the intermediate results using one of the node_*

agrONE
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output modes
6. Writing thefinal result to afile using thew i t e method

Here is an example command line invocation for crossmatching two tables:

stilts tskymatch2 inl=survey.fits \
i cmd1l=" addskycoords fk4 fk5 RA1950 DEC1950 RA2000 DEC2000' \
i n2=nycat.csv ifnm2=csv \
i cmd2=" sel ect VMAG>18' \
ral=ALPHA dec1=DELTA ra2=RA2000 dec2=DEC2000 \
error=10 joi n=2not1 \
out=matched.fits

and hereiswhat it might look like in JyStilts:

>>> jnport stilts

>>> t1 = stilts.tread(' survey.fits")

>>> t1 = t1. cnd_addskycoords(tl, 'fk4', 'fk5, 'RA1950', 'DEC1950', 'RA2000', 'DEC2000')
>>> t2 = stilts.tread(' mycat.csv', 'csv')

>>> t2 = t2.cnd_sel ect (' VMAG>18')

>>> tm= stilts.tskymatch2(inl=tl, in2=t2, ral=" ALPHA', decl='DELTA',

C error=10, join="2notl")

>>> tmwite(' matched. fits')

When running interactively, it can be convenient to examine the intermediate results before
processing or writing as well, for instance:

>>> tm node_count ()

columms: 19 rows: 2102

>>> tm cnd_keepcol s(' I D ALPHA DELTA' ). cnd_head(4).wite()
+

e e +
| 1D | ALPHA | DELTA |
- Fmem e ae o e e +
| 262 | 149.82439 | -0.11249 |
| 263 | 150.14438 | -0.11785 |
| 265 | 149.92944 | -0.11667 |
| 273 | 149. 93185 | -0.12566 |
o - e o - +

More detail about how to run JyStilts and its usage is given in the following subsections.

4.1 Running JyStilts

The easiest way to run JyStilts is to download the standalone j ystilts.jar file fromthe STILTS
web page, and simply run

java -jar jystilts.jar

This file includes jython itself and all the STILTS and JyStilts classes. To use the JyStilts
commands, you will need to import the stilts module using alinelike"i nport stilts" from Jython
in the usual Python way.

Alternatively, you can run JyStilts from an existing Jython installation using just the stilts.jar
file. First, make sure that Jython isinstalled; it is available from http://www.jython.org/, and comes
asasdf-instaling jar file. JyStilts has been tested, and appears to work, with jython version 2.7.2. It
also works with jython 2.5.* under Java 8 and Java 11, but jystilts with jython 2.5.* and Java 17 can
fail with security problems. Some earlier versions of JyStilts worked with jython 2.2.1, but that no
longer seems to be the case; it might be possible to reinstate thisif there is some pressing need.

To use JyStilts, you then just need to start jython with the sti Il ts.jar file on your classpath, for
instance like this:
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jython -J-cl asspath /sone/where/stilts.jar

or (C-shdll):

set env CLASSPATH /sone/where/stilts.jar
j ython

Optionally, you can extract the stilts. py module from the stiltsjar file (using a command like
"unzip stilts.jar stilts.py") and put it in a directory on your jython sys.path (eg.
j ythondi r/ Li b); this may cause jython to compile it to bytecode (stilts$py. cl ass) and thus
improve startup time. Note that in this case you will still need thestilts.jar fileonyour classpath
as above.

42 Tablel/O
Thet read function reads tables from an external location into JyStilts. Its arguments are as follows:

tread(location, fnt="(auto)', randonrFal se)

and its return value is a table object, which can be interrogated directly, or used in other JyStilts
commands. Usually, the location argument should be a string which gives the filename or URL at
which atable can be found. Y ou can alternatively use a readable python file (or file-like) object for
the location, but be aware that this may be less efficient on memory. As with command-line
STILTS, thef mt argument is one of the optionsin Section 5.1.1, but may be |eft as the default if the
format auto-detectable, which currently means if the fileisin VOTable, FITS, CDF, ECSV, PD#4,
Parquet, Feather or GBIN format. The r andomargument can be used to ensure that the returned file
has random (i.e. not sequential-only) access; for some table formats the default way of reading them
in means that their rows can only be accessed in sequence. Depending on what processing you are
doing, that may or may not be satisfactory.

Examples of reading atable are:

>>> jnport stilts

>>> t1 = stilts.tread('cat.fits")
>>> t2 = stilts.tread(open('cat.fits', 'rb')) # less efficient
>>> t3 = stilts.tread(' data.csv', fmt="csv', randoneTrue)

The most straightforward way to write a table (presumably the result of one or a sequence of
JyStilts commands) isusing thewr i t e table method:

write(self, |location=None, fnt="(auto)")

Thel ocat i on gives either a string which is afilename, or awritable python file (or file-like) object.
Again, use of afilename is preferred as it may(?) be more efficient. If no location is supplied, the
table will be written to standard output (useful for inspection, but a bad idea for binary formats or
very large tables). Thef nt argument is one of the output formatsin Section 5.1.2, but may be left as
the default if the format can be guessed from the filename.

Examples of writing atable are:

>>> table.wite('out.fits")

>>> table.wite(open('out.fits', "wb')) # less efficient?
>>> table.wite(' catal ogue.dat’', fnt="csv')
>>> table. wite() # display to stdout

Often it's convenient to combine examining the table with filtering steps, for instance:

>>> tabl e. every(100). wite()
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would write only every hundredth row, and

>>> (table.cnd_sorthead(10, ' BMAG )
B .cnmd_sel ect (" ' NULL_VNMAG )
.cnmd_keepcol s(' BVAG VNAG )
C .wite())
would write only the BMAG and VMAG columns for the ten rows in which VMAG is non-null

with the lowest BMAG values.

Y ou can also read and write multiple tables, if you use atable format for which that is appropriate.
This generally means FITS (which can store tables in multiple extensions) or VOTable (which can
store multiple TABLE elements in one document). This is done using the treads and twrites
functions. The functions look like this:

treads(location, fnt=" (auto)', random=Fal se)

twites(tables, |ocation=None, fnt='(auto)')

These are similar to the tread and twite functions, except that treads returns a list of tables
rather than a single table, and twrit es'st abl es argument is an iterable over tables rather than a
single table. Here is an example of reading multiple tables from a multi-extension FITS file,
counting the rows in each, and then writing them out to amulti-TABLE VOTablefile:

import stilts

tables = stilts.treads('multi.fits")
print([t.getRowCount () for t in tables])
stilts.twites(tables, "multi.vot', fnt="votable')

4.3 Table objects

The tables read by the tread function and produced by operating on them within JyStilts have a
number of methods defined on them. These are explained below.

First, a number of specia methods are defined which allow a table to behave in python like a
sequence of rows:

_iter__
This special method means that the table can be treated as an iterable, so that for instance "f or
row i n table:" will iterate over al rows.

__len__ (random-access tables only)
This special method means that you can use the expression "I en(t abl e) " to count the number
of rows. This method is not available for tables with sequential access only.

__getitem _ (random-access tables only)
Returns a row at a given index in the table. This special method means that you can use
indexing expressions like "t abl e[ 3] " Or t abl e[ 0: 10] to obtain the row or rows corresponding
to a given row index or slice. This method is not available for tables with sequential access
only.

add__, mul _, rmul__
These specia methods allow the addition and multiplication operators "+" and and "+" to be
used with the sense of concatenation. Thus "t abl e1+t abl e2" will produce a new table with the
rows of t abl e1 followed by the rows of t abl e2. Note this will only work if both tables have
compatible columns. Similarly "t abl e*3" would produce a table like t abl e but with al its
rows repeated three times.

In al of these cases, each row object that is accessed is a tuple of the column values for that row of
the table. The tuple items (table cells) may be accessed using a key which is a numeric index or
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dice in the usual way, or with a key which is a column name, or one of the Columninfo objects
returned by col urms() .

Sometimes, the result of a table operation will be a table which does not have random access. For
such tables you can iterate over the rows, but not get their row values by indexing.
Non-random-access tables are also peculiar in that get RowCount returns a negative value. To take a
table which may not have random access and make it capable of random access, use the random
filter: "t abl e=t abl e. cnd_r andon() ".

To a large extent it is possible to duplicate the functions of the various STILTS commands by
writing your own python code based on these python-friendly table access methods. Note however
that such python-based processing is likely to be much slower than the STILTS equivalents. If
performance is important to you, you should try in most cases to use the various cmd_* commands
etc for table processing.

Second, some additional utility methods are defined:

count _rows()
Returns the number of rows in the table in the most efficient way possible. If the table is
random-access or otherwise knows its row count without further calculation, that value is
returned. Otherwise, the rows are iterated over without reading, which may take some time but
should be much more efficient than iterating over the table as an iterable, since the row cell
dataitself is not retrieved.

col umms()
Returns a tuple of the column descriptors for the table. Each item in the tuple is an instance of
the Columninfo class; useful methods include get Name(), get UnitString(), getUCD().
str(col um) Will return its name.

col dat a( key)
Returns a sequence of the values for the given column. The sequence will have the same
number of elements as the number of rows in the table. The key argument may be either an
integer column index (if negative, counts backwards from the end), or the column name or info
object. The returned value will always be iterable (has __iter__), but will only be indexable
(has__len__and __getitem ) if thetableisrandom access.

par anet ers()
Returns a name to value mapping of the table parameters (per-table metadata). This does not
include all the available information about those parameters, for instance unit and UCD
information is not included. For more detailed information, use the st ar Tabl e methods. Note
that as currently implemented, changing the values in the returned mapping will not change the
actual table parameter values.

write(locati on=None, fnt=None)
Outputs the table. The optional | ocati on argument gives a filename or writable file object,
and the optional fnmt argument gives a format, one of the options listed in Section 5.1.1. If
| ocation is not supplied, output is to standard output, so in an interactive session it will be
printed to the terminal. If fnt is not supplied, an attempt will be made to guess a suitable
format based on the location.

Third, a set of cnd_* methods corresponding to the STILTSfilters are avail able; these are described
in Section 4.4.

Fourth, a set of mode_* methods corresponding to the STILTS output modes are available; these are
described in Section 4.5.

Finally, tables are also instances of the StarTable interface defined by STIL, which is the table 1/0
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layer underlying STILTS. The full documentation can be found in the user manual and javadocs on
the STIL page, and all the java methods can be used from JyStilts, but in most cases there are more
pythonic equivalents provided, as described above.

Here are some examples of these methods in use:

>>> jnport stilts
>>> xsc = stilts.tread('/data/table/2mss_xsc.xm') # read table

>>> xsc. node_count () # show rows/ col utm count

colums: 6 rows: 1646844

>>> print xsc.col ums() # full info on colums

(id(string), ra(Doubl e)/degrees, dec(Double)/degrees, jmag(Double)/nmag, hmag(Doubl e)/ mg,
>>> print [str(col) for col in xsc.colums()] # colum nanes only

['id, 'ra", "dec', "jmag', 'hmag', 'kmag']

>>> row = xsc[ 1000000] # examne mllionth row

>>> print row
(u' 19433000+4003190', 295.875, 40.055286, 14.449, 13.906, 13.374)

>>> print row 0] # cell by index
19433000+4003190
>>> print rowf'ra'], row ' dec'] # cells by col nane

295. 875 40. 055286
>>> print |en(xsc) # count rows, maybe sl ow
1646844
>>> print xsc.count_rows() # count rows efficiently
1646844L
>>> print (xsc+xsc).count_rows() #
3293688L
>>> print (xsc*10000). count _rows()
16468440000L
>>> for row in Xsc: # sel ect rows using python commands
. if rowf4] - row 3] > 3.0:
print row 0]

11165243+2925509
20491597+5119089
04330238+0858101
01182715-1013248
11244075+5218078
>>> # same thing using stilts (50x faster)
>>> (xsc.cnd_select('hmag - jnag > 3.0')
C .cnd_keepcol s('id")
.wite())

concat enate

| 11165243+2925509 |
| 20491597+5119089 |
| 04330238+0858101 |
| 01182715-1013248 |
| 11244075+5218078 |

The following are all ways to obtain the value of a given cell in the table from the previous
example.

xsc.getCell (99, 0)
xsc[99] [ 0]
xsc[99]['1d"]
xsc. col dat a(0) [ 99]
xsc.coldata('id )[99]
Some of these methods may be more efficient than others. Note that none of these methods will

work if the table has sequential-only access.

4.4 Tablefilter commands (cnd_*)

The STILTS table filters documented in Section 6.1 are available in JyStilts as table methods which
start with the "cnd_" prefix. The return value when calling the method on a table object is another

k
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table object. The arguments, which are the same as those required for the command-line version, are
supplied as a list of unnamed arguments of the cnd_* function. In genera the arguments are strings,
but numbers are accepted where appropriate. Use the python hel p command to see the usage of
each method.

So, tousethetail filter to select only the last ten lines of atable, you can write:

table.cnd_tail (10)
To set units of "Hz" for some columns using the col net a filter write:

table.cnd_colneta(' -units', 'Hz', 'AFREQ BFREQ CFREQ )

Note that where afilter argument is a space-separated list it must appear as a single argument in the
filter invocation, just asin command-line STILTS.

Thefilter commands are also available as modul e functions. This means that

stilts.cnd_head(table, 10)
and

t abl e. cnd_head(10)
have exactly the same meaning. It's a matter of taste which you prefer.

4.5 Table output modes (node_*)

The STILTS table output modes documented in Section 6.4 are available in JyStilts as table
methods which start with the "node_" prefix. These methods have no return value, but cause
something to happen, in some cases output to be written to standard output. Some of these methods
have named arguments, others have no arguments. Use the python hel p command to see the usage
of each method.

These methods are straightforward to use. The following example calculates statistics for a table
and writes the results to standard output:

>>> t abl e. nnde_st at s()

and this one attempts to send the table via the SAMP communications protocol to a running
instance of TOPCAT:

>>> tabl e. nrode_sanp(client="topcat')

The output modes are also available as module functions. This means that

stilts. node_sanp(table, client="topcat')
and

tabl e. node_sanp(client="topcat)
have exactly the same meaning. It's a matter of taste which you prefer.

4.6 Tasks

The STILTS tasks documented in Appendix B can be used under their usual names if they are
imported from the sti | ts module. STILTS parameters as are supplied as named arguments of the
python functions. In general they are either table objects for table input parameters or strings, but in
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some cases python arrays are accepted, and numbers may be used where appropriate. The STILTS
input format (i fnt, i stream), filter (cmd/i cmd/ocmd) and output mode (onode) parameters are not
used however; instead perform filtering directly on the table inputs and outputs using the python
cmd_* and node_* table methods or functions.

Here is an example of concatenating two similar tables together and writing the result:

>>> fromstilts inport tread, tcat
>>> t1 = tread('datal.csv', fnt="csv')
>>> t2 = tread('data2.csv', fnt="csv')
>>> t12 = tcat([t1,t2], seqcol = seq')
>>> t12.wite('tl2.csv', fnt="csv')

Note that for those tasks which have a parameter named "i n" in command-line STILTS, it has been
renamed as "i n_" for the python version, to avoid a name clash with the python reserved word. In
most cases, thei n parameter is the first, mandatory parameter in any case, and so can be referenced
by position asin the previous example (we could have written "t cat (i n_=[t 1, t2])" instead).

4.7 Calculation Functions

The various functions from the expression language listed in Section 10.6 are available directly
from JyStilts. Each of the subsections in that section is a class in the sti | t s module namespace,
with unbound functions representing the functions.

This means you can use them like this:

>>> jnport stilts
>>> print stilts. Tines. njdTol so(54292)
2007-07-11T00: 00: 00

or like this:

>>> fromstilts inport CoordsDegrees
>>> di st = CoordsDegrees. skyDi stanceDegrees(ral, decl, ra2, dec2)
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5Tablel/O

Most of the tools in this package either read one or more tables as input, or write one or more tables
as output, or both. This section explains what kind of tables the tools can read and write, and how
you tell them where to find the tables to operate on.

In most cases input and output table specifications are given by parameters with the following
names (or similar ones):
in
Location of the input table; usually a filename or URL, but maybe some other source of data
(see Section 5.2) or a scheme specification (see Section 5.3)
i fot
Format of the input table, as listed in Section 5.1.1, or blank for automatic format detection
based on input content or name (but ignored for scheme specifications)

out
Destination of the output table; usually afilename or "- "/blank for standard output

of nt
Format of the output table as listed in Section 5.1.2, or blank for automatic format detection
based on output filename

5.1 Table Formats

The generic table commands in STILTS (currently t pi pe, tcopy, tmulti, tnmultin, tcat, tcatn,
tloop, tjoin, tgridmap, tcube, trmatchl, tmatch2, tmatchn, tskymap, tskymatch2, pixfoot,
pi xsanpl e, plot2cube, plot2plane, plot2sky, plot2sphere, plot2tine, plot2d, plot3d,
pl ot hi st, cdsskymat ch, cone, coneskymat ch, sql skymat ch, tapquery, tapresune, tapskynat ch
and r egquer y) have no native format for table storage, they can process datain a number of formats
equally well. STIL hasits own model of what atable consists of, which is basically:

Some per-table metadata (parameters)

A number of columns

Some per-column metadata

A number of rows, each containing one entry per column

Some table formats have better facilities for storing this sort of thing than others, and when
performing conversions STILTS does its best to trandate between them, but it can't perform the
impossible: for instance there is nowhere in a Comma-Separated Values file to store descriptions of
column units, so these will be lost when converting from VOTable to CSV formats.

The formats the package knows about are dependent on the input and output handlers currently
installed. The ones installed by default are listed in the following subsections. More may be added
in the future, and it is possible to install new ones at runtime - see the STIL documentation for
details.

Some formats can be used to hold multiple tables in a single file, and others can only hold a single
table per file.

5.1.1 Input Formats

Some of the tools in this package ask you to specify the format of input tables using thei fnt (or a
similarly named) parameter. For some file formats (e.g. FITS, VOTable, CDF), the format can be
automatically determined by looking at the file content, regardless of filename; for others (e.g. CSV
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fileswith a". csv" extension), STILTS may be able to use the filename as a hint to guess the format
(the details of these rules are given in the format-specific subsections below). Otherwise, you have
to supply the format using thei f nt parameter. It is always safe to specify the format explicitly; this
will be dlightly more efficient than auto-determination, and may lead to more helpful error
messages in the case that the table can't be read correctly.

The available input formats are described in the following subsections. It is aso possible to add new
formats at runtime using the st art abl e. reader s System property, or by setting the format to the
classname of auk. ac. starlink. t abl e. Tabl eBui | der class.

5111fits

FITS is a very well-established format for storage of astronomical table or image data (see
https:/fits.gsfc.nasa.gov/). This reader can read tables stored in binary (XTENSI ON=' BI NTABLE' ) and
ASCIl (XTENSI ON=' TABLE' ) table extensions; any image data is ignored. Currently, binary table
extensions are read much more efficiently than ASCII ones.

When atableis stored in a BINTABLE extension in an uncompressed FITS file on disk, the table is
'mapped’ into memory; this generally means very fast loading and low memory usage. FITS tables
are thus usually efficient to use.

Limited support is provided for the semi-standard HEALPix-FITS convention; such information
about HEALPix level and coordinate system is read and made available for application usage and
user examination.

A private convention is used to support encoding of tables with more than 999 columns (not
possible in standard FITS); this was discussed on the FITSBITS mailing list in July 2017 in the
thread BINTABLE convention for >999 columns.

Header cards in the table's HDU header will be made available as table parameters. Only header
cards which are not used to specify the table format itself are visible as parameters (e.g. NAXIS,
TTYPE* etc cards are not). HISTORY and COMMENT cards are run together as one multi-line
value.

Any 64-bit integer column with a non-zero integer offset (TFORVh=' K', TSCALn=1, TZEROn<>0) IS
represented in the read table as Strings giving the decimal integer value, since no numeric type in
Java is capable of representing the whole range of possible inputs. Such columns are most
commonly seen representing unsigned long values.

Where a multi-extension FITS file contains more than one table, a single table may be specified
using the position indicator, which may take one of the following forms:

e The numeric index of the HDU. The first extension (first HDU after the primary HDU) is
numbered 1. Thus in a compressed FITS table named "spec23. fits. gz" with one primary
HDU and two BINTABLE extensions, you would view the first one using the name
"spec23.fits.gz" oOr "spec23.fits.gz#1" and the second one using the name
"spec23.fits.gz#2". The suffix "#0" is never used for a legal FITS file, since the primary
HDU cannot contain atable.

* The name of the extension. This is the value of the EXTNAME header in the HDU, or
aternatively the value of EXTNAMVE followed by "-" followed by the value of EXTVER. This
follows the recommendation in the FITS standard that EXTNAVE and EXTVER headers can be
used to identify an HDU. So in amulti-extension FITSfile"cat . fi ts" where atable extension
has EXTNAME=' UV_DATA and EXTVER=3, it could be referenced as "cat.fits#UV_DATA" Or
"cat . fits#UV_DATA- 3". Matching of these names s case-insensitive.

Files in this format may contain multiple tables; depending on the context, either one or all tables
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will be read. Where only one table is required, either the first one in the file is used, or the required
one can be specified after the "#" character at the end of the filename.

This format can be automatically identified by its content so you do not need to specify the format
explicitly when reading FITS tables, regardless of the filename.

There are actually two FITS input handlers, fits-basic and fits-plus. Thefits-basi c handler
extracts standard column metadata from FITS headers of the HDU in which the table is found,
whilethefits-pl us handler reads column and table metadata from VOTable content stored in the
primary HDU of the multi-extension FITS file. FITS-plus is a private convention effectively
defined by the corresponding output handler; it allows de/serialization of much richer metadata than
can be stored in standard FITS headers when the FITSfileisread by fits-plus-aware readers, though
other readers can understand the unenhanced FITS file perfectly well. It is normally not necessary
to worry about this distinction; STILTS will determine whether a FITS file is FITS-plus or not
based on its content and use the appropriate handler, but if you want to force the reader to use or
ignore the enriched header, you can explicitly specify an input format of "fits-plus" or
"fits-basic".

5112colfits

As well as normal binary and ASCII FITS tables, STIL supports FITS files which contain tabular
data stored in column-oriented format. This means that the table is stored in a BINTABLE
extension HDU, but that BINTABLE has a single row, with each cell of that row holding a whole
column's worth of data. The final (slowest-varying) dimension of each of these cells (declared via
the TDI Mh headers) is the same for every column, namely, the number of rows in the table that is
represented. The point of thisisthat all the cells for each column are stored contiguously, which for
very large, and especially very wide tables means that certain access patterns (basically, ones which
access only a small proportion of the columns in a table) can be much more efficient since they
require less I/O overhead in reading data blocks.

Such tables are perfectly legal FITS files, but general-purpose FITS software may not recognise
them as multi-row tables in the usual way. This format is mostly intended for the case where you
have a large table in some other format (possibly the result of an SQL query) and you wish to cache
it in away which can be read efficiently by a STIL-based application.

For performance reasons, it is advisable to access colfits files uncompressed on disk. Reading them
from aremote URL, or in gzipped form, may be rather slow (in earlier versionsit was not supported
at al).

This format can be automatically identified by its content so you do not need to specify the format
explicitly when reading colfits-basic tables, regardless of the filename.

Like the normal (row-oriented) FITS handler, two variants are supported: with (col fits-pl us) or
without (col fi t s- basi ¢) metadata stored as aVVOTable byte array in the primary HDU.

5.1.1.3votabl e

VOTable is an XML-based format for tabular data endorsed by the International Virtual
Observatory Alliance; while the tabular data which can be encoded is by design close to what FITS
allows, it provides for much richer encoding of structure and metadata. Most of the table data
exchanged by VO servicesisin VOTable format, and it can be used for local table storage as well.

Any table which conforms to the VOTable 1.0, 1.1, 1.2, 1.3 or 1.4 specifications can be read. This
includes all the defined cell data serializations; cell data may be included in-line as XML elements
(TABLEDATA seridization), included/referenced as a FITS table (FITS seriaization), or
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included/referenced as araw binary stream (BINARY or BINARY 2 serialization). The handler does
not attempt to be fussy about input VOTable documents, and it will have a good go at reading
V OTables which violate the standards in various ways.

Much, but not all, of the metadata contained in a VOTable document is retained when the table is
read in. The attributes unit, ucd, xtype and utype, and the elements coosys, TIMESYS and
DESCRI PTI ON attached to table columns or parameters, are read and may be used by the application
as appropriate or examined by the user. However, information encoded in the hierarchical structure
of the VOTable document, including GROUP structure, is not currently retained when a VOTable is
read.

V OTable documents may contain more than one actual table (TABLE element). To specify a specific
single table, the table position indicator is given by the zero-based index of the TABLE element in a
breadth-first search. Here is an example VOTable document:

<VOTABLE>
<RESOURCE>
<TABLE nane="Star Catal ogue"> ... </ TABLE>
<TABLE nane="(Gal axy Catal ogue"> ... </ TABLE>
</ RESOURCE>
</ VOTABLE>
If this is available in a file named "cats.xml" then the two tables could be named as "cats.xml#0"

and "cats.xml#1" respectively.

Files in this format may contain multiple tables; depending on the context, either one or all tables
will be read. Where only one table is required, either the first one in the file is used, or the required
one can be specified after the "#" character at the end of the filename.

This format can be automatically identified by its content so you do not need to specify the format
explicitly when reading VOTable tables, regardless of the filename.

5.1.1.4 cdf

NASA's Common Data Format, described at http://cdf.gsfc.nasa.gov/, is a binary format for storing
self-described data. It is typically used to store tabular data for subject areas like space and solar
physics.

This format can be automatically identified by its content so you do not need to specify the format
explicitly when reading CDF tables, regardless of the filename.

5.1.15csv

Comma-separated value ("CSV") format is a common semi-standard text-based format in which
fields are delimited by commas. Spreadsheets and databases are often able to export data in some
variant of it. The intention is to read tables in the version of the format spoken by MS Excel
amongst other applications, though the documentation on which it was based was not obtained
directly from Microsoft.

Therules for datawhich it understands are as follows:

*  Each row must have the same number of comma-separated fields.

*  Whitespace (space or tab) adjacent to acommais ignored.

* Adjacent commas, or a comma at the start or end of a line (whitespace apart) indicates a null
field.

» Lines are terminated by any sequence of carriage-return or newline characters ('\r' or \n’) (a
corollary of thisisthat blank lines are ignored).
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* Cells may be enclosed in double gquotes; quoted values may contain linebreaks (or any other
character); a double quote character within a quoted value is represented by two adjacent
double quotes.

* Thefirst line may be a header line containing column names rather than arow of data. Exactly
the same syntactic rules are followed for such arow asfor data rows.

Note that you can not use a"#" character (or anything else) to introduce "comment” lines.

Because the CSV format contains no metadata beyond column names, the handler is forced to guess
the datatype of the values in each column. It does this by reading the whole file through once and
guessing on the basis of what it has seen (though see the maxSanpl e configuration option). This has
the disadvantages:

* Sometimes it guesses a different type than what you want (e.g. 32-bit integer rather than 64-bit
integer)
* It'sslow toread.
This means that CSV is not generally recommended if you can use another format instead. If you're

stuck with a large CSV file that's misbehaving or slow to use, one possibility is to turn it into an
ECSV filefile by adding some header lines by hand.

The handler behaviour may be modified by specifying one or more comma-separated name=value
configuration options in parentheses after the handler name, eg.
"csv( header =t r ue, maxSanpl e=100000) ". The following options are available:

header = true|fal se|null
Indicates whether the input CSV file contains the optional one-line header giving column
names. Options are:

* true: thefirst lineisaheader line containing column names

* false: dl linesaredatalines, and column names will be assigned automatically

* null: aguess will be made about whether the first line is a header or not depending on
what it looks like

The default value is nul | (auto-determination). This usually works OK, but can get into
trouble if all the columns ook like string values.

maxSanpl e = <int>

Controls how many rows of the input file are sampled to determine column datatypes. When
reading CSV files, since no type information is present in the input file, the handler has to look
at the column data to see what type of value appears to be present in each column, before even
starting to read the data in. By default it goes through the whole table when doing this, which
can be time-consuming for large tables. If thisvalue is set, it limits the number of rows that are
sampled in this data characterisation pass, which can reduce read time substantially. However,
if values near the end of the table differ in apparent type from those near the start, it can also
result in getting the datatypes wrong.

Thisformat cannot be automatically identified by its content, so in generd it is necessary to specify
that a table is in CSV format when reading it. However, if the input file has the extension ". csv"
(case insensitive) an attempt will be made to read it using this format.

An example looks likethis:

RECNO, SPECI ES, NAME, LEGS, HEI GHT, MAMVAL
,pig,Pigling Bland, 4,0.8,true

, cow, Dai sy, 4,2.0,true

, gol df i sh, Dobbi n,, 0. 05, fal se
,ant,,6,0.001,fal se

,ant,,6,0.001, fal se

, queen ant, Ma' am 6, 0. 002, f al se

OO WNE
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7, human, Mark, 2, 1. 8, true
See also ECSV as aformat which is similar and capable of storing more metadata.

5.1.1.6 ecsv

The Enhanced Character Separated Values format was developed within the Astropy project and is
described in Astropy APE6 (DOI). It is composed of a YAML header followed by a CSV-like
body, and is intended to be a human-readable and maybe even human-writable format with rich
metadata. Most of the useful per-column and per-table metadata is preserved when de/serializing to
this format. The version supported by this reader is currently ECSV 1.0.

There are various ways to format the YAML header, but a simple example of an ECSV file looks
like this:

# %ECSV 1.0

H#Ho---

# delimter: ','

# datatype: [

# { name: i ndex, dat at ype: int32 },
# { nane: Species, datatype: string 1},
# { name: Nane, datatype: string },
# { nane: Legs, dat atype: int32 1,
# { name: Height, datatype: float64, unit: m},
# : { nanme: Mamual, datatype: bool },
#

i ndex, Speci es, Nane, Legs, Hei ght, Mamma

1, pig, Bland, 4,, True

2, cow, Dai sy, 4, 2, True

3, gol df i sh, Dobbi n, , 0. 05, Fal se

4, ant,, 6,0.001, Fal se

5,ant,, 6,0.001, Fal se

6, human, Mark, 2, 1. 9, True

If you follow this pattern, it's possible to write your own ECSV files by taking an existing CSV file
and decorating it with a header that gives column datatypes, and possibly other metadata such as
units. This alows you to force the datatype of given columns (the CSV reader guesses datatype
based on content, but can get it wrong) and it can also be read much more efficiently than a CSV
file and itsformat can be detected automatically.

The header information can be provided either in the ECSV fileitself, or aongside a plain CSV file
from a separate source referenced using the header configuration option. In Gaia EDR3 for
instance, the ECSV headers are supplied alongside the CSV files available for raw download of all
tables in the Gaia source catalogue, so e.g. STILTS can read one of the gaia_source CSV files with
full metadata as follows:

stilts tpipe
i fnt="ecsv(header=http://cdn. gea. esac. esa.int/ Gai a/ gedr 3/ ECSV_header s/ gai a_sour ce. header
i n=http://cdn. gea. esac. esa. i nt/ Gai a/ gedr 3/ gai a_sour ce/ Gai aSour ce_000000- 003111. csv. gz

The ECSV datatypes that work well with this reader are bool , i nt 8, i nt 16, i nt 32, i nt 64, f| oat 32,
f1 oat 64 and string. Array-valued columns are also supported with some restrictions. Following
the ECSV 1.0 specification, columns representing arrays of the supported datatypes can be read, as
columns with datatype: string and a suitable subtype, €g. "int32[<dins>]" or
"f1 oat 64[ <di ms>] ". Fixed-length arrays (e.g. subtype: int32[3,10]) and 1-dimensional
variable-length arrays (e.g. subtype: float64[null]) are supported; however variable-length
arrays with more than one dimension (e.g. subt ype: int32[4,null]) cannot be represented, and
are read in as string values. Null elements of array-valued cells are not supported; they are read as
NaNs for floating point data, and as zero/false for integer/boolean data. ECSV 1.0, required to work
with array-valued columns, is supported by Astropy v4.3 and later.
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The handler behaviour may be modified by specifying one or more comma-separated name=value
configuration options in parentheses after the handler name, eg.
"ecsv(header=http://cdn. gea. esac. esa. i nt/ Gai a/ gedr 3/ ECSV_header s/ gai a_sour ce. header, col check=F
The following options are available:

header = <fil ename-or-url>
Location of afile containing a header to be applied to the start of the input file. By using this
you can apply your own ECSV-format metadata to plain CSV files.

col check = | GNORE| WARN| FAI L
Determines the action taken if the columns named in the YAML header differ from the
columns named in the first line of the CSV part of thefile.

This format can be automatically identified by its content so you do not need to specify the format
explicitly when reading ECSV tables, regardless of the filename.

5.1.1.7 asci i

In many cases tables are stored in some sort of unstructured plain text format, with cells separated
by spaces or some other delimiters. There is a wide variety of such formats depending on what
delimiters are used, how columns are identified, whether blank values are permitted and so on. It is
impossible to cope with them all, but the ASCII handler attempts to make a good guess about how
to interpret agiven ASCII file as atable, which in many casesis successful. In particular, if you just
have columns of numbers separated by something that looks like spaces, you should be just fine.

Here are the detailed rules for how the ASCII-format tables are interpreted:

» Bytesinthefileareinterpreted as ASCII characters

» Eachtable row isrepresented by asingle line of text

* Lines are terminated by one or more contiguous line termination characters. line feed (0x0A)
or carriage return (0x0D)

* Within aline, fields are separated by one or more whitespace characters. space (" ") or tab
(0x09)

« A fiedd is ether an unquoted sequence of non-whitespace characters, or a sequence of
non-newline characters between matching single (') or double (") quote characters - spaces are
therefore allowed in quoted fields

»  Within aquoted field, whitespace characters are permitted and are treated literally

*  Within a quoted field, any character preceded by a backslash character ("\") is treated literaly.
This allows quote characters to appear within a quoted string.

* An empty quoted string (two adjacent quotes) or the string "nul I " (unquoted) represents the
null value

» All data lines must contain the same number of fields (this is the number of columns in the
table)

» The data type of a column is guessed according to the fields that appear in the table. If all the
fields in one column can be parsed as integers (or null values), then that column will turn into
an integer-type column. The types that are tried, in order of preference, are: Bool ean, Short
I nt eger, Long, Fl oat , Doubl e, Stri ng

» Some specia values are permitted for floating point columns: NaN for not-a-number, which is
treated the same as a null value for most purposes, and I nfinity orinf for infinity (with or
without a preceding +/- sign). These values are matched case-insensitively.

» Empty lines are ignored

* Anything after a hash character "#" (except one in aquoted string) on alineisignored as far as
table data goes; any line which starts with a "!" is also ignored. However, lines which start
with a"#" or "!" at the start of the table (before any data lines) will be interpreted as metadata
asfollows:
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* Thelast "#'/"!"-starting line before the first data line may contain the column names. If it
has the same number of fields as there are columns in the table, each field will be taken to
be the title of the corresponding column. Otherwise, it will be taken as a normal comment
line.

« Any comment lines before the first data line not covered by the above will be
concatenated to form the "description™ parameter of the table.

If the list of rules above looks frightening, don't worry, in many cases it ought to make sense of a
table without you having to read the small print. Here is an example of a suitable ASCII-format
table:

#

# Here is a list of sone aninals.

#

# RECNO SPECI ES NANVE LEGS HElI GHT/ m
1 pi g "Pigling Bland" 4 0.8
2 cow Dai sy 4 2
3 gol df i sh Dobbi n " 0. 05
4 ant " 6 0. 001
5 ant 6 0. 001
6 ant v 6 0. 001
7 "queen ant" "Ma\' am 6 2e-3
8 human " Mar k" 2 1.8

In this caseit will identify the following columns:

Name Type
RECNO Short
SPECI ES String
NANVE String
LEGS Shor t

HEI GHT/ m  Fl oat

It will also usethe text "Here is a list of some aninmals" asthe Description parameter of the
table. Without any of the comment lines, it would still interpret the table, but the columns would be
given the namescol 1..col 5.

The handler behaviour may be modified by specifying one or more comma-separated name=value
configuration options in parentheses after the handler name, e.g. "asci i (maxSanpl e=5000) ". The
following options are available:

maxSanpl e = <i nt>

Controls how many rows of the input file are sampled to determine column datatypes. When
reading ASCII files, since no type information is present in the input file, the handler has to
look at the column data to see what type of value appears to be present in each column, before
even starting to read the data in. By default it goes through the whole table when doing this,
which can be time-consuming for large tables. If this value is set, it limits the number of rows
that are sampled in this data characterisation pass, which can reduce read time substantially.
However, if values near the end of the table differ in apparent type from those near the start, it
can also result in getting the datatypes wrong.

This format cannot be automatically identified by its content, so in general it is necessary to specify
that atable isin ASCII format when reading it. However, if the input file has the extension ". t xt "
(case insensitive) an attempt will be made to read it using this format.

5.1.1.8i pac

CaTech's Infrared Processing and Analysis Center use a text-based format for storage of tabular
data, defined at http://irsa.ipac.caltech.edu/applicationss DDGEN/Doc/ipac_tbl.html. Tables can
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store column name, type, units and null values, as well as table parameters.

Thisformat cannot be automatically identified by its content, so in genera it is necessary to specify
that atableisin IPAC format when reading it. However, if the input file has the extension ™. t bl " or
".i pac" (caseinsensitive) an attempt will be made to read it using this format.

An example looks like this:

\ Tabl e name = "animal s. vot"
\ Description = "Some ani nal s"
\ Aut hor = "Mark Tayl or"
| RECNO | SPECIES | NAME | LEGS | HEIGHT | MAMVAL |
I i nt I char I char I i nt I doubl e I char I
m
[ null | null | null [ null | null | null |
1 pig Pi gl ing Bl and 4 0.8 true
2 cow Dai sy 4 2.0 true
3 gol df i sh Dobbi n nul | 0. 05 fal se
4 ant nul | 6 0. 001 fal se
5 ant nul | 6 0. 001 fal se
6 gueen ant Ma' am 6 0. 002 fal se
7 human Mar k 2 1.8 true
5.1.1.9 pds4

NASA's Planetary Data System version 4 format is described at https://pds.nasa.gov/datastandards/.
Thisimplementation is based on v1.16.0 of PD34.

PDHA files consist of an XML Label file which provides detailed metadata, and which may also
contain references to externa data files stored alongside it. This input handler looks for (binary,
character or delimited) tables in the Label; depending on the configuration it may restrict them to
thoseintheFi | e_Area_tbservati onal area. The Label isthe file which has to be presented to this
input handler to read the table data. Because of the relationship between the label and the data files,
it isusually necessary to move them around together.

If there are multiple tables in the label, you can refer to an individual one using the "#" specifier
after the label file name by table name, 1 ocal _i dentifier, or 1-based index (e.g. "I abel . xm #1"
refersto thefirst table).

If there are Speci al _Constants defined in the label, they are in most cases interpreted as blank
values in the output table data. At present, the following special values are interpreted as blanks:

sat ur at ed_const ant m ssi ng_const ant , error_constant, i nval i d_const ant,
unknown_const ant , not _appl i cabl e_const ant, hi gh_i nstrument _saturati on,
hi gh_representati on_saturation, | ow_i nst rument _sat urati on,

| ow_representation_saturation.

Fields within top-level Groups are interpreted as array values. Any fields in nested groups are
ignored. For these array values only limited null-value substitution can be done (since array
elements are primitives and so cannot take null values).

This input handler is somewhat experimental, and the author is not a PDS expert. If it behaves
strangely or you have suggestions for how it could work better, please contact the author.

The handler behaviour may be modified by specifying one or more comma-separated name=value
configuration options in parentheses after the handler name, e.g.
"pds4( checkmagi c=f al se, observati onal =true)". The following options are available:

checkmagi ¢ = true|fal se
Determines whether an initial test is made to see whether the file looks like PDS4 before
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attempting to read it as one. The tests are ad-hoc and look for certain elements and namespaces
that are expected to appear near the start of a table-containing PD34 file, but it's not
bulletproof. Setting this true is generally a good idea to avoid attempting to parse non-PD$4
files, but you can set it false to attempt to read an PDA file that starts with the wrong
sequence.

observational = true|false
Determines whether only tables within a <Fi | e_Area_Qbser vat i onal > element of the PD$4
label should be included. If true, only observational tables are found, if false, other tables will
be found as well.

Files in this format may contain multiple tables; depending on the context, either one or all tables
will be read. Where only one table is required, either the first one in the file is used, or the required
one can be specified after the "#" character at the end of the filename.

This format can be automatically identified by its content so you do not need to specify the format
explicitly when reading PD34 tables, regardless of the filename.

51.1.10 nrt

The so-called "Machine-Readable Table" format is used by AAS journals, and based on the format
of readMe files wused by the CDS. Thee is some documentation at
https:.//journals.aas.org/mrt-standards/, which  mostly  builds on  documentation at
http://vizier.u-strasbg.fr/doc/catstd.htx, but the format is in fact quite poorly specified, so this input
handler was largely developed on a best-efforts basis by looking at MRT tables actually in use by
AAS, and with assistance from AAS staff. As such, it's not guaranteed to succeed in reading all
MRT files out there, but it will try its best.

It only attempts to read MRT files themselves, there is currently no capability to read VizieR data
tables which provide the header and formatted data in separate files; however, if atableis present in
VizieR, there will be options to download it in more widely used formats that can be used instead.

An example looks like this:

Title: A search for nmulti-planet systens with TESS using a Bayesi an
N-body retrieval and machine | earning

Aut hor: Pearson K. A

Table: Stellar Paraneters

Byt e- by-byte Description of file: ajabd4elct2_nrt.txt

Bytes Format Units Label Expl anat i ons

1- 919 I D TESS I nput Catal og identifier
11- 15 F5. nag Tag Apparent TESS band magni t ude
17- 21 F5. sol Rad R* Stellar radius
23- 26 14 K Tef f Ef fective tenperature

2

3
28- 32 F5.3 [cms2] log(g) 1og surface gravity
34- 38 F5.2 [ Sun] [Fe/H Metallicity
40- 44 F5.3 --- ul Li near Linb Darkening
46- 50 F5.3 u2 Quadratic Linb Darkeni ng
231663901 12.35 0.860 5600 4.489 0.00 0.439 0.138
149603524 9.72 1.280 6280 4.321 0.24 0.409 0.140
336732616 11.46 1.400 6351 4.229 0.00 0.398 0.140
231670397 9.85 2.070 6036 3.934 0.00 0.438 0.117

The handler behaviour may be modified by specifying one or more comma-separated name=value
configuration options in parentheses after the handler name, e.g.
"nrt (checknagi c=f al se, errnode=FAl L) ". The following options are available:
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checkmagi c = true|false
Determines whether an initial test is made to see whether the file looks like MRT before
attempting to read it as one; the test is that it starts with the string "Ti t1e: . Setting this true
is generally a good ideato avoid attempting to parse non-MRT files, but you can set it false to
attempt to read an MRT file that starts with the wrong sequence.

errnmode = | GNORE| WARN| FAI L
Indicates what action should be taken if formatting errors are detected in the file at read time.

This format can be automatically identified by its content so you do not need to specify the format
explicitly when reading MRT tables, regardless of the filename.

5.1.1.11 par quet

Parquet is a columnar format developed within the Apache project. Data is compressed on disk and
read into memory before use.

Thisinput handler will read columns representing scalars, strings and one-dimensional arrays of the
same. It is not capable of reading multi-dimensional arrays, more complex nested data structures, or
some more exotic data types like 96-bit integers. If such columns are encountered in an input file, a
warning will be emitted through the logging system and the column will not appear in the read
table. Support may be introduced for some additional typesif thereis demand.

At present, only very limited metadata is read. Parquet does not seem(?) to have any standard
format for per-column metadata, so the only information read about each column apart from its
datatypeisits name.

Depending on the way that the table is accessed, the reader tries to take advantage of the column
and row block structure of parquet filesto read the datain parallel where possible.

Parquet support is currently somewhat experimental.

Note:

The parquet 1/0 handlers require large external libraries, which are not always bundlied with
the library/application software because of their size. In some configurations, parquet
support may not be present, and attempts to read or write parquet files will result in a

message like:

Parquet-nr libraries not available

If you can supply the relevant libaries on the classpath at runtime, the parquet support will
work. At time of writing, the required libraries are included in the topcat-extra.jar
monolithic jar file; they can aso be found in the starjava github repository
(https://github.com/Starlink/starjavaltree/master/parquet/src/lib, use parquet-nr-stil.jar
and its dependencies), or you can acquire them from the Parquet MR package. These
arrangements may be revised in future releases, for instance if parquet usage becomes more
mainstream. The required dependencies are those of the Parquet MR submodule

parquet-cli, in particular the files parquet-cli-1.11.1.jar,
parquet-colum-1.11.1.jar, par quet-common-1.11.1.jar,
par quet -encodi ng-1.11.1.j ar, parquet-format-structures-1.11.1.jar,
par quet - hadoop- 1. 11. 1- noshaded. j ar, parquet -jackson-1.11.1.jar,
conmmons-col | ections-3.2.2.jar, comons- configuration-1.6.jar,
conmmons- | ang-2. 6. j ar, failureaccess-1.0.1.jar, guava-27.0.1-jre.jar,
hadoop-auth-2.7.3.jar, hadoop- conmon-2. 7. 3. j ar, log4j-1.2.17.jar,

slfdj-api-1.7.22.jar,slf4j-1094j12-1.7.22.jar,snappy-java-1.1.7.3.jar.
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The handler behaviour may be modified by specifying one or more comma-separated name=value
configuration options in parentheses after the handler name, eg.
"par quet (cachecol s=true, nThread=4) ". The following options are available:

cachecol s = true|fal se| null
Forces whether to read all the column data at table load time. If t r ue, then when the table is
loaded, all data is read by column into local scratch disk files, which is generally the fastest
way to ingest al the data. If f al se, the table rows are read as required, and possibly cached
using the normal STIL mechanisms. If nul | (the default), the decision is taken automatically
based on available information.

nThread = <int>
Sets the number of read threads used for concurrently reading table columns if the columns are
cached at load time - see the cachecol s option. If the value is <=0 (the default), a value is
chosen based on the number of apparently available processors.

This format can be automatically identified by its content so you do not need to specify the format
explicitly when reading parquet tables, regardless of the filename.

5.1.1.12 f eat her

The Feather file format is a column-oriented binary disk-based format based on Apache Arrow and
supported by (at least) Python, R and Julia. Some description of it is available at
https://github.com/wesm/feather and https://blog.rstudio.com/2016/03/29/feather/. 1t can be used for
large datasets, but it does not support array-valued columns. It can be a useful format to use for
exchanging datawith R, for which FITS1/O isreported to be slow.

At present CATEGORY type columns are not supported, and metadata associated with TIME,
DATE and TIMESTAMP columnsis not retrieved.

This format can be automatically identified by its content so you do not need to specify the format
explicitly when reading feather tables, regardliess of the filename.

51.1.13gbin

GBIN format is a specia-interest file format used within DPAC, the Data Processing and Analysis
Consortium working on data from the Gaia astrometry satellite. It is based on java serialization, and
in al of its various forms has the peculiarity that you only stand any chance of decoding it if you
have the Gaia data model classes on your java classpath at runtime. Since the set of relevant classes
is very large, and also depends on what version of the data model your GBIN file corresponds to,
those classes will not be packaged with this software, so some additional setup is required to read
GBIN files.

Aswell asthe data model classes, you must provide on the runtime classpath the GaiaTools classes
required for GBIN reading. The table input handler accesses these by reflection, to avoid an
additional large library dependency for arather niche requirement. It is likely that since you have to
supply the required data model classes you will also have the required GaiaTools classes to hand as
well, so this shouldn't constitute much of an additional burden for usage.

In practice, if you have a jar file or files for pretty much any java library or application which is
capable of reading a given GBIN file, just adding it or them to the classpath at runtime when using
this input handler ought to do the trick. Examples of such jar files are the
MDBExpl or er St andal one. jar file available from https://gaia.esac.esa.int/mdbexp/, or the
gbcat.jar file you can build from the CU9/software/gbcat/ directory in the DPAC subversion
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The GBIN format doesn't really store tables, it stores arrays of java objects, so the input handler has
to make some decisions about how to flatten these into table rows.

In its smplest form, the handler basically looks for public instance methods of the form get xxx()
and uses the xxx as column names. If the corresponding values are themselves objects with suitable
getter methods, those objects are added as new columns instead. This more or less follows the
practice of the gbcat (gai a. cul.tools.util.Goinlnterogator) tool. Method names are sorted
alphabetically. Arrays of complex objects are not handled well, and various other things may trip it
up. See the source code (e.g. uk. ac. st ar | i nk. gbi n. Goi nTabl eProf i | e) for more details.

If the object types stored in the GBIN file are known to the special metadata-bearing class
gai a. cu9. t ool s. docunent at i onexport . Met adat aReader and its dependencies, and if that classis
on the runtime classpath, then the handler will be able to extract additional metadata as available,
including standardised column names, table and column descriptions, and UCDs. An example of a
jar  file containing this metadata class aongside data model classes is
Gai aDat aLi bs-18. 3. 1-r515078. j ar . Note however at time of writing there are some deficiencies
with this metadata extraction functionality related to unresolved issues in the upstream gaia class
libraries and the relevant interface control document (GAIA-C9-SP-UB-XL-034-01, "External Data
Centres ICD"). Currently columns appear in the output table in a more or less random order, units
and Utypes are not extracted, and using the GBIN reader tends to cause a 700kbyte file "temp.xml*"
to be written in the current directory. If the upstream issues are fixed, this behaviour may improve.

Note that support for GBIN files is somewhat experimental. Please contact the author (who is not a
GBIN expert) if it doesn't seem to be working properly or you think it should do things differently.

This format can be automatically identified by its content so you do not need to specify the format
explicitly when reading GBIN tables, regardless of the filename.

Example: Suppose you have the MDBExpl or er St andal one. j ar file containing the data model
classes, you can read GBIN files by starting STILTS like this:

stilts -classpath NMDBExpl orer St andal one.jar ...
or likethis:

java -classpath stilts.jar: VDBExpl orer St andal one.jar uk.ac.starlink.ttools.Stilts ...

51114+ st

Tab-Separated Table, or TST, is a text-based table format used by a number of astronomical tools
including Starlink's GAIA and ESO's SkyCat on which it is based. A definition of the format can be
found in Starlink Software Note 75. The implementation here ignores all comment lines: special
comments such asthe "#col um-uni t's: " are not processed.

An examplelooks like this:

Si npl e TST exanpl e; stellar photonetry catal ogue.
A. C. Davenhal | (Edi nburgh) 26/ 7/00.

Cat al ogue of U, B,V col ours.
UBV photonetry from Mount Punpkin Cbservatory,
see Sage, Rosemary and Thyne (1988).

# Start of paraneter definitions.
EQUI NOX: J2000.0
EPOCH: J1996. 35
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id.col: -1
ra_col: O
dec_col: 1

# End of parameter definitions.

r a<t ab>dec<t ab>V<t ab>B_V<t ab>U B
--<tab>---<tab>-<tab>---<tab>---

5:09: 08. 7<tab> -8:45: 15<tab> 4.27<tab> -0.19<tab> -0.90
5:07:50.9<tab> -5:05: 11<tab> 2.79<tab> +0.13<tab> +0.10
5:01: 26. 3<tab> -7:10: 26<tab> 4.81<tab> -0.19<tab> -0.74
?:17i36.3<tab> -6:50:40<tab> 3.60<tab> -0.1l<tab> -0.47

EQD

This format cannot be automatically identified by its content, so in general it is necessary to specify
that atableisin TST format when reading it.

5.1.1.15wdc

Some support is provided for files produced by the World Data Centre for Solar Terrestrial Physics.
The format itself apparently has no name, but filesin this format ook something like the following:

Colum formats and units - (Fixed format columms which are single space separated.)

Dateti me (YYYY nm dd HHWVBS) %d 92d %2d %6d
As
aa index - 3-HOURLY (Provisional) %3d nT

2000 01 01 000000 67
2000 01 01 030000 32

Support for this (obsolete?) format may not be very complete or robust.

Thisformat cannot be automatically identified by its content, so in genera it is necessary to specify
that atableisin WDC format when reading it.

5.1.2 Output Formats

Some of the tools ask you to specify the format of output tables using the of mt parameter. The
output formats described below are supported; in some cases there are variants or options for the
basic formats as documented. If you don't specify an output format explicitly, STILTS will try to
guess what format to write based on the output filename; the details of those rules are aso
documented below.

It is also possible to add new formats at runtime using the st art abl e. wri t er s System property, or
by setting the format to the classname of auk. ac. starl i nk. t abl e. St ar Tabl eWiter class.

5121fits

FITS is a very well-established format for storage of astronomical table or image data (see
https.//fits.gsfc.nasa.gov/). This writer stores tables in a FITS file consisting of two HDUs
(Header+Data Units): a Primary HDU as required by the FITS standard, and a single extension of
type BINTABLE containing the table data.

There are afew variants of this format:

fits-plus
The primary HDU contains an array of bytes which stores the full table metadata as the text of
a VOTable document, along with headers that mark this has been done. Most FITS table
readers will ignore this altogether and treat the file just asif it contained only the table. When



SUN/256 46

it is re-read by this or compatible applications however, they can read out the metadata and
make it available for use. In this way you can store your data in the efficient and widely
portable FITS format without losing the additional metadata such as table parameters, column
UCDs, lengthy column descriptions etc that may be attached to the table.

fits-basic
The primary HDU contains only very minimal headers and no data.

fits-var
Behaves like fits-basic, but columns containing variable-length numeric array data are
stored using the P and Q formats where appropriate, rather than padding smaller arrays to the
size of the largest. This can make for more compact storage of variable-length array-valued
column data but may also result in tables less suitable for streaming.

fits-healpix
Used for storing HEALPix pixel data in a way that conforms to the HEALPiX-FITS
serialization convention. In most ways it behaves the sasme asfi t s- basi ¢, but it will rearrange
and rename columns as required to follow the convention, and it will fail if the table does not
contain the required HEAL Pix metadata (STI L_HPX_* parameters).

The default output format isfi ts- pl us; in general you don't need to worry about this, it just gives
you some hidden benefitsover fi t s- basi c.

A private convention is used where required to support encoding of tables with more than 999
columns (not possible in standard FITS); this was discussed on the FITSBITS mailing list in July
2017 in the thread BINTABLE convention for >999 columns. If software unaware of this
convention (e.g. CFITSIO) is used to read such tables, it will only see the first 998 columns written
as intended, plus a column 999 containing an undescribed byte buffer.

The handler behaviour may be modified by specifying one or more comma-separated name=value
configuration options in parentheses after the handler name, e.g. "fits-pl us(date=true)". The
following options are available:

date = true|fal se

If true, the DATE-HDU header isfilled in with the current date; otherwise it is not included.

Multiple tables may be written to a single output file using this format.

If no output format is explicitly chosen, writing to afilename with the extension ™. fit", ". fits" or
" fts" (caseinsensitive) will select it s- pl us format for output.

For column-oriented FITS table output, see Section 5.1.2.2.

5122colfits

Column-oriented FITS output consists of a FITS file containing two HDUs (Header+Data Units); a
primary one (required by the FITS standard) and a single extension of type BINTABLE containing
the table data. Unlike normal FITS format however, this table consists of a single row in which each
cell holds the data for an entire column.

This can be a more efficient format to work with when dealing with very large, and especialy very
wide, tables. The benefits are greatest when the file size exceeds the amount of available physical
memory and operations are required which scan through the table using only a few of the columns
(many common operations, for instance plotting two columns against each other, fal into this
category). The overhead for reading and writing this format is somewhat higher than for normal
FITS however, and other applications may not be able to work with it (though it is alegal FITS
file), so in most cases normal FITS isamore suitable choice.
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There are two variants of this format:

colfits-plus
The primary HDU contains an array of bytes which stores the table metadata in VOTable
format.

colfits-basic
The primary HDU contains no data.

The handler behaviour may be modified by specifying one or more comma-separated name=value
configuration options in parentheses after the handler name, e.g. "col fi ts-pl us(date=true)". The
following options are available:

date = true|fal se
If true, the DATE-HDU header isfilled in with the current date; otherwise it is not included.

Multiple tables may be written to a single output file using this format.

If no output format is explicitly chosen, writing to a filename with the extension ". col fits" (case
insensitive) will select col fits-pl us format for output.

For normal (row-oriented) FITS output, see Section 5.1.2.1.

5.1.23votabl e

VOTable is an XML-based format for tabular data endorsed by the International Virtual
Observatory Alliance and defined in the VOTable Recommendation. While the tabular data which
can be encoded is by design close to what FITS allows, it provides for much richer encoding of
structure and metadata. Most of the table data exchanged by VO servicesisin VOTable format, but
it can be used for local table storage as well.

When a table is saved to VOTable format, a document conforming to the VOTable specification
containing a single TABLE element within a single RESOURCE element is written. Where the
table contains such information (often obtained by reading an input VOTable), column and table
metadata will be written out as appropriate to the attributes uni t, ucd, xt ype and ut ype, and the
elements CoosYsS, TI MESYS and DESCRI PTI ON attached to table columns or parameters.

There are various ways that a VOTable can be written; by default the output serialization format is
TABLEDATA and the VOTable format version is 1.4, or a value controlled by the
vot abl e. ver si on system property. However, configuration options are available to adjust these
defaults.

The handler behaviour may be modified by specifying one or more comma-separated name=value
configuration options in parentheses after the handler name, eg.
"vot abl e( f or mat =Bl NARY2, ver si on=V13) ". The following options are available:

format = TABLEDATA| Bl NARY| BI NARY2| FI TS
Givesthe serialization type (DATA element content) of output VOTables.

versi on = V10| V11| V12| V13| V14
Gives the version of the VOTable format which will be used when writing the VOTable. "vi0"
isversion 1.0 etc.

inline = true|fal se
If true, STREAM elements are written base64-encoded within the body of the document, and
if false they are written to a new external binary file whose name is derived from that of the
output VOTable document. Thisis only applicable to BINARY, BINARY 2 and FITS formats
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where output is not to a stream.

conmpact = true|fal se|null
Controls whitespace formatting for TABLEDATA output, ignored for other formats. By
default a decision will be taken dependent on table width.

encodi ng = UTF-8| UTF-16] ...
Specifies the XML encoding used in the output VOTable. The default value is UTF-8. Note
that certain optimisations are in place for UTF-8 output which means that other encodings may
be significantly slower.

Multiple tables may be written to a single output file using this format.

If no output format is explicitly chosen, writing to a filename with the extension ".vot",
".votabl e" or". xm " (case insensitive) will select vot abl e format for output.

5124 csv

Writes tables in the semi-standard Comma-Separated Values format. This does not preserve any
metadata apart from column names, and is generally inefficient to read, but it can be useful for
importing into certain external applications, such as some databases or spreadsheets.

By default, the first lineis a header line giving the column names, but this can be inhibited using the
header =f al se configuration option.

The handler behaviour may be modified by specifying one or more comma-separated name=value
configuration options in parentheses after the handler name, eg.
"csv( header =t r ue, maxCel | =160) ". The following options are available:

header = true|false
If true, the first line of the CSV output will be a header containing the column names; if false,
no header line iswritten and all lines represent data rows.

maxCel | = <int>
Maximum width in characters of an output table cell. Cells longer than thiswill be truncated.

If no output format is explicitly chosen, writing to a filename with the extension ". csv" (case
insensitive) will select csv format for output.

An example looks like this:

RECNO, SPECI ES, NAMVE, LEGS, HEI GHT, MAMVAL
,pig,Pigling Bland, 4,0.8,true

, cow, Dai sy, 4,2.0,true

, gol df i sh, Dobbi n,, 0. 05, fal se
,ant,,6,0.001, fal se

,ant,,6,0.001, fal se

, queen ant, Ma' am 6, 0. 002, f al se

, human, Mark, 2, 1. 8, true

~NOoOOIWNE

5.1.25ecsv

The Enhanced Character Separated Values format was developed within the Astropy project and is
described in Astropy APE6 (DOI). It is composed of a YAML header followed by a CSV-like
body, and is intended to be a human-readable and maybe even human-writable format with rich
metadata. Most of the useful per-column and per-table metadata is preserved when de/serializing to
this format. The version supported by thiswriter is currently ECSV 1.0.
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ECSV alows either a space or a comma for delimiting values, controlled by the deliniter
configuration option. If ecsv(deliniter=comma) is used, then removing the YAML header will
leave a CSV file that can be interpreted by the CSV inputhandler or imported into other
CSV-capable applications.

Following the ECSV 1.0 specification, array-valued columns are supported. ECSV 1.0, required for
working with array-valued columns, is supported by Astropy v4.3 and later.

The handler behaviour may be modified by specifying one or more comma-separated name=value
configuration options in parentheses after the handler name, e.g. "ecsv(del i mi ter=comma)". The
following options are available:

delinmiter = conma| space
Delimiter character, which for ECSV may be either a space or a comma. Permitted values are
"space" or "commma".

If no output format is explicitly chosen, writing to a filename with the extension ". ecsv" (case
insensitive) will select ECSv format for output.

An example looks like this:

%ECSV 1.0

dat at ype:

name: RECNO
dat at ype: int32

nanme: SPECI ES
dat atype: string

name: NAME
dat at ype: string
description: How one should address the animal in public & private.

nanme: LEGS
dat atype: int32
net a:
utype: anatony:|linb

nanme: HElI GHT
dat atype: fl oat64
unit: m
net a:
VOTabl e precision: 2

name: MAMVAL

dat at ype: bool
net a:

name: ani mal s. vot

Description: Sone aninals

Aut hor: Mark Tayl or
RECNO SPECI ES NAVE LEGS HEI GHT MAMVAL
pig "Pigling Bland" 4 0.8 True
cow Daisy 4 2.0 True
gol dfi sh Dobbin "" 0.05 Fal se
ant "" 6 0.001 Fal se
ant "" 6 0.001 Fal se
"queen ant" Ma'am 6 0.002 Fal se
human Mark 2 1.8 True

HHEHHFHFH TSR

~NOoO R WwWNE

5.1.2.6ascii

Writes to a simple plain-text format intended to be comprehensible by humans or machines.
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The first line is a comment, starting with a "#" character, naming the columns, and an attempt is
made to line up data in columns using spaces. No metadata apart from column names is written.

The handler behaviour may be modified by specifying one or more comma-separated name=value
configuration options in parentheses after the handler name, eg.
"asci i (maxCel | =158, maxPar an=160) ". The following options are available:

maxCel | = <int>
Maximum width in characters of an output table cell. Cells longer than thiswill be truncated.

maxPar am = <i nt >
Maximum width in characters of an output table parameter. Parameters with values longer than
thiswill be truncated.

paranms = true|fal se
Whether to output table parameters as well as row data.

If no output format is explicitly chosen, writing to a filename with the extension ". txt" (case
insensitive) will select ascii format for outpuit.

An example looks likethis:

# RECNO SPECIES  NAME LEGS HEI GHT MAMVAL
1 pi g "Pigling Bland" 4 0.8 true
2 cow Dai sy 4 2.0 true
3 gol dfi sh Dobbi n " 0.05 false
4 ant " 6 0.001 false
5 ant " 6 0.001 false
6 "queen ant" "Ma\'ant 6 0.002 false
7 human Mar k 2 1.8 true
51.2.7i pac

Writes output in the format used by Cal Tech's Infrared Processing and Analysis Center, and defined
at http://irsa.ipac.caltech.edu/applicationssy DDGEN/Doc/ipac_tbl.html. Column name, type, units
and null values are written, as well as table parameters.

The handler behaviour may be modified by specifying one or more comma-separated name=value
configuration options in parentheses after the handler name, eg.
"i pac(maxCel | =1000, maxPar am=100000) ". The following options are available:

maxCel | = <int>
Maximum width in characters of an output table cell. Cells longer than thiswill be truncated.

maxParam = <i nt>
Maximum width in characters of an output table parameter. Parameters with values longer than
thiswill be truncated.

paranms = true|fal se
Whether to output table parameters as well as row data.

If no output format is explicitly chosen, writing to a filename with the extension". tbl " or ". i pac"
(case insensitive) will select | PAC format for output.
An example looks like this:

\ Tabl e name = "ani mal s. vot"
\ Description = "Sone ani nal s"
\ Aut hor = "Mark Tayl or"
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| RECNO | SPECIES | NAME | LEGS | HEIGHT | MAMVAL |
I i nt I char I char I i nt I doubl e I char I
m

| null | null | null | null | null | null |

1 pig Pi gl ing Bl and 4 0.8 true

2 cow Dai sy 4 2.0 true

3 gol df i sh Dobbi n nul | 0.05 fal se

4 ant nul | 6 0. 001 fal se

5 ant nul | 6 0. 001 fal se

6 gueen ant Ma' am 6 0. 002 fal se

7 human Mar k 2 1.8 true
5.1.2.8 par quet

Parquet is a columnar format developed within the Apache project. Data is compressed on disk and
read into memory before use.

At present, only very limited metadata is written. Parquet does not seem(?) to have any standard
format for per-column metadata, so the only information written about each column apart from its
datatypeisits name.

Parquet support is currently somewhat experimental.

Note:

The parquet 1/0 handlers require large external libraries, which are not always bundied with
the library/application software because of their size. In some configurations, parquet
support may not be present, and attempts to read or write parquet files will result in a

message like:

Parquet-nr libraries not avail able

If you can supply the relevant libaries on the classpath at runtime, the parquet support will
work. At time of writing, the required libraries are included in the topcat-extra.jar
monolithic jar file; they can aso be found in the starjava github repository
(https://github.com/Starlink/starjavaltree/master/parquet/src/lib, use parquet-nr-stil.jar
and its dependencies), or you can acquire them from the Parquet MR package. These
arrangements may be revised in future releases, for instance if parquet usage becomes more
mainstream. The required dependencies are those of the Parquet MR submodule

parquet-cli, in particular the files parquet-cli-1.11.1.jar
par quet-colum-1.11.1.jar, par quet - common-1. 11. 1. j ar,
par quet - encodi ng-1.11. 1.j ar, parquet-format-structures-1.11.1.jar,
par quet - hadoop- 1. 11. 1- noshaded. j ar, par quet -j ackson-1.11.1.j ar,
comons-col | ections-3.2.2.jar, commons- configuration-1.6.jar,
commons- | ang-2. 6. j ar, failureaccess-1.0.1.jar, guava-27.0. 1-jre.jar,
hadoop-auth-2.7.3.jar, hadoop- comon-2.7. 3. j ar, | og4j-1.2.17.jar,

slfdj-api-1.7.22.jar,slf4j-10g4j12-1.7.22.jar,snappy-java-1.1.7.3.jar.

The handler behaviour may be modified by specifying one or more comma-separated name=value
configuration options in parentheses after the handler name, e.g. "par quet (gr oupArray=f al se)".
The following options are available:

groupArray = true|false
Controls the low-level detail of how array-valued columns are written. For an array-valued
int32 column named IVAL, groupArray=f al se will writeit as"repeated int32 I VAL" while
groupArray=t rue Will writeit as"optional group I VAL (LIST) { repeated group list {
optional int32 iten} }". | don't know why you'd want to do it the latter way, but some
other parquet writers seem to do that by default, so there must be some good reason.
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If no output format is explicitly chosen, writing to a filename with the extension ". par quet " or
". parq" (caseinsensitive) will select par quet format for output.

5.1.2.9f eat her

The Feather file format is a column-oriented binary disk-based format based on Apache Arrow and
supported by (at least) Python, R and Julia. Some description of it is available at
https://github.com/wesm/feather and https://blog.rstudio.com/2016/03/29/feather/. 1t can be used for
large datasets, but it does not support array-valued columns. It can be a useful format to use for
exchanging datawith R, for which FITS1/O isreported to be slow.

Thiswriter is somewhat experimental; please report problemsif you encounter them.

If no output format is explicitly chosen, writing to a filename with the extension ".fea" or
" feather" (caseinsensitive) will select f eat her format for output.

5.1.2.10t ext

Writes tables in a simple text-based format designed to be read by humans. No reader exists for this
format.

The handler behaviour may be modified by specifying one or more comma-separated name=value
configuration options in parentheses after the handler name, eg.
"t ext (maxCel | =40, maxPar an=160) ". The following options are available:

maxCel | = <int>
Maximum width in characters of an output table cell. Cells longer than thiswill be truncated.

maxPar am = <i nt >
Maximum width in characters of an output table parameter. Parameters with values longer than
thiswill be truncated.

parans = true|fal se
Whether to output table parameters as well as row data.
Multiple tables may be written to a single output file using this format.
An example looks like this:

Tabl e nanme: ani mal s. vot

Description: Sone aninals

Aut hor: Mark Tayl or
+

e T g T +o- oo - - F S [ N +
| RECNO | SPECIES | NAME | LEGS | HEIGHT | MAMVAL |
[ N S o e e e +o- oo - P - F +
| 1 | pig | Pigling Bland | 4 | 0.8 | true |
| 2 | cow | i sy | 4 | 2.0 | true |
| 3 | goldfish | Dobbin | | 0.05 | false |
| 4 | ant | | 6 | 0.001 | false |
| 5 | ant | | 6 | 0.001 | false |
| 6 | queen ant | Ma' am | 6 | 0.002 | false |
| 7 | human | Mark | 2 | 1.8 | true |
Foemm oo - Fom e e e e e e e oo S Fomm e - - +
51211 htn

Writesabasic HTML TABLE element suitable for use as aweb page or for insertion into one.
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The handler behaviour may be modified by specifying one or more comma-separated name=value

configuration

max

sta

options in parentheses after the handler name, eg.
"ht m (maxCel | =200, st andal one=f al se) ". The following options are available:

Cell = <int>
Maximum width in characters of an output table cell. Cells longer than thiswill be truncated.

ndal one =

true| fal se

If true, the output is a freestanding HTML document complete with HTML, HEAD and
BODY tags. If false, the output isjust a TABLE element.

Multiple tables may be written to a single output file using this format.

If no output format is explicitly chosen, writing to a filename with the extension ™. ht mi " or ". ht m

(case insensitive) will select HTM. format for output.

An example looks like this:

<TABLE BORDER='1'>

<CAPTI ON><STRONG>ani el s. vot </ STRONG></ CAPTI ON>
<THEAD>
<TR> <TH>RECNO</ TH> <TH>SPECI ES</ TH> <TH>NAME</ TH> <TH>LEGS</ TH> <TH>HEl GHT</ TH> <TH>MAMVAL</ "
<TR> <TH>&nbsp; </ TH> <TH>&nbsp; </ TH> <TH>&nbsp; </ TH> <TH>&nbsp; </ TH> <TH>(n) </ TH> <TH>&nbsp; </
<TR><TD col span='6' ></ TD></ TR>

</ THEAD>
<TBODY>

<TR>
<TR>
<TR>
<TR>
<TR>
<TR>
<TR>

<TD>1</ TD>
<TD>2</ TD>
<TD>3</ TD>
<TD>4</ TD>
<TD>5</ TD>
<TD>6</ TD>
<TD>7</ TD>

</ TBODY>
</ TABLE>

5.1.2.121 at ex

<TD>pi g</ TD> <TD>Pi gl i ng Bl and</ TD> <TD>4</ TD> <TD>0. 8</ TD> <TD>t rue</ TD></ TR
<TD>cow</ TD> <TD>Dai sy</ TD> <TD>4</ TD> <TD>2. 0</ TD> <TD>tr ue</ TD></ TR>

<TD>gol df i sh</ TD> <TD>Dobbi n</ TD> <TD>&nbsp; </ TD> <TD>0. 05</ TD> <TD>f al se</ TD:
<TD>ant </ TD> <TD>&nbsp; </ TD> <TD>6</ TD> <TD>0. 001</ TD> <TD>f al se</ TD></ TR>
<TD>ant </ TD> <TD>&nbsp; </ TD> <TD>6</ TD> <TD>0. 001</ TD> <TD>f al se</ TD></ TR>
<TD>queen ant </ TD> <TD>Ma&apos; anx/ TD> <TD>6</ TD> <TD>0. 002</ TD> <TD>f al se</ TI
<TD>human</ TD> <TD>Mar k</ TD> <TD>2</ TD> <TD>1. 8</ TD> <TD>t r ue</ TD></ TR>

Writes atable asalLaTeX t abul ar environment, suitable for insertion into a document intended for
publication. Thisisonly likely to be useful for fairly small tables.

The handler behaviour may be modified by specifying one or more comma-separated name=value
configuration options in parentheses after the handler name, e.g. "I at ex( st andal one=f al se) . The
following options are available:

st andal one =
If true, the output is a freestanding LaTeX document consisting of a tabul ar environment
within at abl e within adocunent . If false, the output isjust at abul ar environment.

true|fal se

If no output format is explicitly chosen, writing to a filename with the extension ". tex" (case
insensitive) will select LaTex format for output.

An example looks like this:

Q Iegln{tabular}{|r|||I|r|r|||}

i ne

\mul ticolum{1}{]| c|}{RECNG &
\mul ticolum{1}{c|}{SPECI ES} &
\'nmul ticol urm{l}{cl}{NAI\/E} &
\mul ti colum{1}{c|}{LEGS} &
\multicolum{1}{c|}{HEI GHT} &
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\h}nulticolunn{l}{c|}{hmmmm¢} \\
i ne
1 &pig & Pigling Bland & 4 & 0.8 & true\\
2 &cow & Daisy &4 & 2.0 & true\\
3 & goldfish & Dobbin & & 0.05 & fal se\\
4 &ant & & 6 & 0.001 & fal se\\
5 &ant & & 6 & 0.001 & fal se\\
6 & queen ant & Ma'am & 6 & 0.002 & fal se\\
7 & human & Mark & 2 & 1.8 & true\\
\ hl'i ne\ end{t abul ar}

5.1.2.13¢t st

Tab-Separated Table, or TST, is a text-based table format used by a number of astronomical tools
including Starlink's GAIA and ESO's SkyCat on which it is based. A definition of the format can be
found in Starlink Software Note 75.

If no output format is explicitly chosen, writing to a filename with the extension ".tst" (case
insensitive) will select TST format for output.

An example looks like this:

ani mal s. vot

# Tabl e paraneters
Description: Sone aninals
Aut hor: Mark Tayl or

# Attenpted guesses about identity of colums in the table.

# These have been inferred fromcol um UCDs and/or nanes

# in the original table data.

# The al gorithm which identifies these colums is not particularly reliable,
# so it is possible that these are incorrect.

id.col: 2

ra col: -1

dec_col: -1

# This TST file generated by STIL v4.1-2
RECNO SPECI ES NAMVE LEGS HElI GHT MAMVAL

1 pig Pigling Bland 4 0.8 true

2 cow Daisy 4 2.0 true

3 gol df i sh Dobbi n 0.05 fal se
4 ant 6 0.001 false

5 ant 6 0.001 fal se

6 queen ant Ma'am 6 0.002 fal se

7 human Mark 2 1.8 true

[ ECD]

51.2.14 nirage

Mirage was a nice standalone tool for analysis of multidimensiona data, from which TOPCAT took
some inspiration. It was described in a 2007 paper 2007ASPC..371..391H, but no significant
development seems to have taken place since then. This format is therefore probably obsolete, but
you can still write table output in Mirage-compatible format if you like.

If no output format is explicitly chosen, writing to a filename with the extension ". ni r age" (case
insensitive) will select mi r age format for outpuit.

An example looks like this:

#
# Witten by uk.ac.starlink.mrage. MrageFormatter
# Oritted colum 5: MAMVAL( Bool ean)
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#

# Col um nanes

format var RECNO SPECI ES NAVE LEGS HEI GHT
#

# Text col unms

format text SPECIES

format text NAME

Tabl e data

pig Pigling_Bland 4 0.8

cow Daisy 4 2.0

gol dfi sh Dobbi n <bl ank> 0. 05
ant <bl ank> 6 0.001

ant <blank> 6 0.001
queen_ant Ma'am 6 0. 002
human Mark 2 1.8

NOORAWNE H#HH

5.2 Input L ocations

The location of a serialized input table, usually given using the i n parameter or similar, may be
given in one of the forms listed below.

Filename
Very often, you will simply specify afilename as location, and the tool will just read fromitin
the usual way.

URL
Tables can be read from URLSs directly. Some non-standard URL protocols are supported as
well asthe usual ones. Thelist is:

htt p:
Read from HTTP resources.

ht t ps:
Read from HTTPS resources.

ftp:
Read from anonymous FTP resources.

file:
Read from loca files, using the syntax file:///path/to/file. This is similar to
specifying the filename directly, but there is a difference: using this form forces reads to
be sequentia rather than random access, which may allow you to experience a different
set of performance characteristics and bugs.

jar:
Specialised protocol for looking inside Java Archive files - see JarURLConnection
documentation.

nyspace:
(Obsolete?) Accesses files in the AstroGrid "MySpace” virtual file store. These URLS
look something like "nyspace:/survey/iras_psc.xm ", and can access files in the
myspace are that the user is currently logged into. These URLSs can be used for both input
and output of tables. To use them you must have an AstroGrid account and the AstroGrid
WorkBench or similar must be running; if you're not currently logged in a dialogue will
pop up to ask you for name and password.

i vo:
(Obsolete?) Understands ivo-type URLs which signify files in the AstroGrid "MySpace"
virtual file store. These URLs look something like

"ivo://uk.ac.le.star/fil emanager #node- 2583". These URLSs can be used for both
input and output of tables. To use them you must have an AstroGrid account and the
AstroGrid WorkBench or similar must be running; if you're not currently logged in a
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dialogue will pop up to ask you for name and password.

j dbc:
JDBC URLs may be used, but they don't work in the same way as the others listed here,
since they do not reference an input byte stream. See instead Section 5.3.3.

Minussign ("-")
The special location "-" (minus sign) indicates standard input. This allows you to use STILTS
commands in anormal Unix pipeline.

System command (" < syscmd" or " syscmd | ")
If the location starts with a "<" character or ends with a"| " character, the rest of the string is
taken as a command line to be executed by the system shell. For instance alocation like "<cat
header.txt data.txt™ (Or equivalently "cat header.txt data.txt|") could be used to
prepend a header line to an ASCII data file before it is passed to the STILTS ASCII-format
input handler. Note this syntax will probably only work on Unix-like systems.

In any of these cases, for input locations compression is taken care of automatically. That means
that you can give the filename or URL of a file which is compressed using gzi p, bzi p2 or Unix
conpr ess and the program will uncompressit on the fly.

For file formats that can contain multiple tables, the one required, if it's not the first in the file, can
generally be specified by a position indicator string appended to the basic location following a "#".
For instance "cat.fits#3" references HDU 3 in a multi-extension FITS file. The details of this syntax
depend on the file format, and are given in the relevant subsection of Section 5.1.1.

Note that tables can also be supplied from non-serialized sources, as described in Input Schemes.

5.3 Input Schemes

As well as being able to load tables from external data streams, STILTS offers a way to specify
tables that do not correspond to a stream of bytes. These may be defined programmatically or
interact with external services in some way that is not as straightforward as decoding a stream of
bytes.

Such tables are defined using different schemes, and scheme specifications may be used in the same
places as input table names, for instance as the value of the i n parameter in tpi pe and other
commands. If an input location parameter (i n) uses a scheme specification, the corresponding input
format parameter (i f nt ) isignored.

The form of a scheme specification is:

: <scheme- nanme>: <schene- speci fic-part>

so that for instance "i n=: | oop: 10" specifies a 10-row single-column table, as described by the loop
scheme documentation below. For an example of using such tables, you can try running for instance

stilts plot2plane in=:attractor:le7,clifford |layerl=mark shadi ngl=density densenapl=pl asma

The following subsections describe all the schemes that are available by default. It is aso possible
to add new schemes at runtime by using the st ar t abl e. schenes System property.

5.3.1skysim

Usage: : skysi m <nr ow>
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Generates a simulated all-sky star catalogue with a specified number of rows. This is intended to
provide crude test catalogues when no suitable real dataset of the required size is available. In the
current implementation the row count, which may be given in integer or exponential notation, is the
only parameter, so the specification ": skysi m5e6" would give a 5 million-row simulated
catalogue.

The current implementation provides somewhat realistic position-dependent star densities and
distributions of magnitudes and colours based on positionally averaged values from Gaia EDR3.
The source positions do not correspond to actual stars. The columns and the statistics on which the
output is based may change in future releases.

Example:

. skysim 6

S S S S S S S +
| ra | dec | | | b | gmag | rmag | b_r
U SN RSN SN RSN SN RSN RS U N RN +
| 266.7702 | -32.689117 | -3.044958 | -2.217145 | 18.168278 | 16.03555 | 1.046624

| 276.83398 | 8.132022 | 37.491447 | 9.031909 | 18.331224 | 18.786451 | 1.4425725

| 92.04118 | 23.79857 | -173.02219 | 1.7854756 | 16.743847 | 15.623316 | 1.690048

| 271.08215 | -5.2012086 | 22.848532 | 8.022958 | 21.538874 | 17.782997 | 2.1645386

| 298.83368 | 31.401922 | 67.75605 | 1.6348709 | 20.145718 | 17.728764 | 1.1521724

| 204.9299 | -77.07571 | -54.29949 | -14.464215 | 19.044079 | 20.277771 | 0.92987275
Fomimm e aaa s Foemmm e aaa o Foemmm e aaa o Foemmm e aaa o S NCU S NCU Foemmm i aaa +

53.2attractor
Usage: : attractor: <nrows[, (clifford[,a,b,c,d]|ranpe[,a,b,c,d, e f]|henon[,a,b,c])]

Generates tables listing points sampled from one of a specified family of strange attractors. These
can provide tables with (X,Y) or (X,Y,Z) columns and arbitrarily many rows. They can be used, for
instance, to make (beautiful) example large-scal e scatter plotsin 2-d or 3-d space.

The specification syntax is of the form :attractor: <nrows, <f ani | y-name>[, <args>] where
<nr ow> IS the number of rows required, <f ani | y- name> is the name of one of the supported families
of attractors, and <ar gs> is an optional comma-separated list of numeric arguments specifying the
family-specific parameters of the required attractor. If the <args> part is omitted, an example
attractor from the family is used. Note that picking <ar gs> values at random will often result in
rather boring (non-strange) attractors.

The following families are currently supported:

clifford
clifford attractors are 2-dimensional and have 4 parameters, with suggested values in the range
+/-2.0.
The iteration is defined by the equations:
.
"

sin(a*y) + c¢ * cos(a*x)
sin(b*x) + d * cos(b*y)

Examples:

o cattractor:9999,clifford

o ;attractor:le6,clifford, 1.32,-1.44,-1.7,-1.58
o ;attractor: 65536,clifford, 1.27,-1.35,0.82,1.8
o ;attractor: le7,clifford,-1.9,1.18,-1.21,1.07
o ;attractor:400,clifford,-1.27,-1.28,1.0,-1.26
o ;attractor:4e6,clifford, 1.8,0.9,-1.8,0.8
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rampe
rampe attractors are 3-dimensional and have 6 parameters, with suggested values in the range
+/-2.0.

Theiteration is defined by the equations:

X' = x * z * sin(a*x) - cos(b*y)
y' =y * x * sin(c*y) - cos(d*z)
z' =z *y * sin(e*z) - cos(f*x)
Examples:
° sattractor: 10e6, ranpe

° sattractor: 4,ranpe,-1.81,1.35,-0.85,0.32,1.68,-1. 62

° rattractor:5.5e5,ranpe,0.23,-1.77,1.32,-1.44,-1.7,-1.58
° rattractor:9999,ranpe,-0.3,1.78,-0.87,1.69,1.42,1.21

° rattractor: le6,ranpe, 1.42,-1.98,0.39,1.32,1.79,-0.37

henon
henon attractors are 2-dimensional and have 3 parameters, with suggested values in the range
+/-2.0.

The iteration is defined by the equations:

X

y + a + b*x*x
y' *

C*™X

Examples:

o ;attractor: 65536, henon

. ;attractor: 1le7, henon, - 0. 68, 1. 64, 0. 36
o ;attractor: 400, henon, 1. 73, 0. 29, - 0. 99
. ;attractor: 4e6, henon, 0. 88,-0.9, -0. 93
. ;attractor: 10e6, henon, 1. 4,-1.13,-0.01

Example:

sattractor: 6, ranpe

. 5759098296568739
. 3295344852011892

0 | 0.09844750286352466 | -0.6712534741282851

1 | -0.9829776649068059 | -0.7814409891660122
1.1910376215054008 | 0.04335596646295736 | -1.0308958690758545
2.0144704755218514 | -0.9699626185329038 | -0.35169532148364757
0.16145296509226564 I 0. 5245428249077974 I 0.17929370340580017

0

. 8409807675257591 - 0.9598486078341374 - 0. 955769158222801

5.3.3j dbc
Usage: : j dbc: <j dbc- part >

Interacts with the JDBC system (JDBC sort-of stands for Java DataBase Connectivity) to execute
an SQL query on a connected database. The jdbc:... specification is the JDBC URL. For
historical compatibility reasons, specifications of this scheme may omit the leading colon character,
so that the following are both legal, and are equivalent:

j dbc: mysql ://1ocal host/dbl #SELECT TOP 10 ra, dec FROM gsc
»jdbc:nysql ://1 ocal host/dbl #SELECT TOP 10 ra, dec FROM gsc
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In order for this to work, you must have access to a suitable database with a JDBC driver, and some
standard JDBC configuration is required to set the driver up. The following steps are necessary:

1. thedriver class must be available on the runtime classpath
2. thejdbc. drivers system property must be set to the driver classname

More detailed information about how to set up the JDBC system to connect with an available
database, and of how to construct JDBC URLS, is provided elsewhere in the documentation.

5.3.41 oop

Usage: : | oop: <count >| <st art >, <end>[, <st ep>]

Generates a table whose single column increments over a given range.

The specification may either be a single value N giving the number of rows, which yields valuesin
the range 0..N-1, or two or three comma-separated values giving the start, end and optionally step
corresponding to the conventional specification of aloop variable.

The supplied numeric parameters are interpreted as floating point values, but the output column
type will be 32- or 64-bit integer or 64-bit floating point, depending on the values that it has to take.

Examples:

* :loop:5:ab-row table whose integer column hasvaluesO, 1, 2, 3, 4

* :loop: 10, 20: a10-row table whose integer column has values 10, 11, ... 19

* :loop:1,2,0.25: al0-row table whose floating point column has values 1.00, 1.25, 1.50, 1.75

. 1 oop: 1e10: aten billion row table, with 64-bit integer values

Example:
.1 oop: 6

e

: GORrWNEFLO :
+——— — — +— +

535test
Usage: : test: [ <nrows[, <opt s-i bsfvnk*>]]

Generates a table containing test data. The idea is to include columns of different data types, for
instance to provide an example for testing 1/0 handler implementations. The columns will contain
some variety of more or less meaningless values, but the content is reproducible between runs, so
the same specification will produce the same output each time. Updates of the implementation
might change the output however, so the output is not guaranteed to be the same for all time.

The table specification has two comma-separated parameters:

*  <nrow>: rOW count
* <opts>: astring of letter options specifying what types of datawill be included; options are:
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* i aninteger index column

b: afew basic columns

s aselection of typed scalar columns

f: aselection of fixed-length 1-d array columns

* v:aselection of variable-length 1-d array columns
m: a selection of multi-dimensional array columns
k: almost a thousand columns

*: equivalent to all of the above

If <opt s> and/or <nr ow> are omitted, some default values are used.

Example:
itest:10,is
[ S F N [ S [ R F N [ IS [ - o e e oo
| i_index | s_byte | s_short | s_int | s_long | s_float | s_double | s_string
R U R Hoenanos R Foeemas Foeeme s e m e amaaas
0 0 0 0 0 0.0 0.0 zero
1 1 1 1 1.0 1.0 one
2 2 2 2 2.0 2.0 t wo
3 3 3 3 3.0 3.0 three
4 4 4 4 4.0 4.0 f our
5 5 5 5 5 5.0 five
6 6 6 6 6 6.0 Si X
7 7 7 7 7 7.0 7.0
8 8 8 8 8 8.0 8.0 B 2
9 9 9 9 9
B o m e - - B [ o m e - - B Fomm e e e - o e e e e e oo
53.6¢l ass

Usage: : cl ass: <Tabl eSchene- cl assnane>: <schene- spec>

Uses an instance of a named class that implements the uk. ac. starlink. t abl e. Tabl eSchere
interface and that has a no-arg constructor. Arguments to be passed to an instance of the named
class are appended after a colon following the classname.

For example, the specification ":cl ass: uk. ac. starlink.tabl e. LoopTabl eScheme: 10" would
return a table constructed by the code new
uk. ac.starlink.tabl e. LoopTabl eSchene(). createTabl e("10").

Example:

:class: uk.ac.starlink.tabl e. LoopTabl eSchene: 5
+-- -+
| i
+-- -+
0|

P RAWNE
f—

—
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6 Table Pipelines

Several of the tasks available in STILTS take one or more input tables, do something or other with
them, and produce one or more output tables. Thisis a pretty obvious way to go about things, and in
the most straightforward case that's exactly what happens. you name one or more input tables,
specify the processing parameters, and name an output table; the task then reads the input tables
from disk, does the processing and writes the output table to disk.

However, many of the tasksin STILTS allow you to do pre-processing of the input tables before the
main job, post-processing of the output table after the main job, and to decide what happens to the
final tabular result, without any intermediate storage of the data. Examples of the kind of
pre-processing you might want to do are to rearrange the columns so that they have the right units
for the main task, or replace 'magic' values such as -999 with genuine blank values; the kind of
post-processing you might want to do is to sort the rows in the output table or delete some of the
columns you're not interested in. As for the destination of the final table, you might want to write it
to disk, but equally you might not want to store it anywhere, but only be interested in counting the
number of rows, or seeing the minima/maxima of a few of the columns, or you might want to send
it straight to TOPCAT or some other table viewing application for interactive analysis.

Clearly, you could achieve the same effect by running multiple applications. preprocess your
original input tables to write intermediate files on disk, run the main processing application which
reads those files from disk and writes a new output file, run another application to postprocess the
output file and write a new final output file, and finally do something with this such as counting the
rows in it or viewing it in TOPCAT. However, by doing it all within a single task instead, no
intermediate results have to be stored, and the whole sequence can be very much more efficient.
You can think of this (if it helps) like a Unix pipeline, except what is being streamed from the start
to the end of the pipe is not bytes, but table metadata and data. In most cases, the table data is
streamed through the pipeline arow at atime, meaning that the amount of memory required is small
(though in some cases, for instance row sorting and crossmatching, thisis not possible).

Tasks which allow this pre/post-processing, or "filtering”, have parameters with names like "cnd"
which you use to specify processing steps. Tasks with multiple input tables (t mat ch2, t skymat ch2,
tcatn, tjoi n) may have parameters named i cnd1, i cnd2, ... for preprocessing the different input
tables and ocnd for postprocessing the output table. t pi pe does nothing except filtering, so there is
no distinction between pre- and post-processing, and its filter parameter is just named cnd. t pi pe
additionally hasascri pt parameter which allows you to use atext file to write the commandsiin, to
prevent the command line getting too long. In both cases there is a parameter named onode which
defines the "output mode", that is, what happens to the post-processed output table that comes out
of the end of the pipeline.

Section 6.1 lists the processing steps available, and explains how to use them, Section 6.2 and
Section 6.3 describe the syntax used in some of these filter commands for specifying columns, and
Section 6.4 describes the available output modes. See the examples in the command reference, and
particularly thet pi pe examples (Appendix B.39.2), for some examples putting all this together.

6.1 Processing Filters

This section lists the filter commands which can be used for table pipeline processing, in
conjunction with crd- or scri pt -type parameters.

Y ou can string as many of these together as you like. On the command line, you can repeat the cnd
(or i cnd1, or ocnd...) parameter multiple times, or use one cnd parameter and separate different
filter specifiers with semicolons ('; ). The effect is the same.

It's important to note that each command in the sequence of processing steps acts on the table at that
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point in the sequence. Thus either of the two identical invocations:

stilts tpipe cnd="delcols 1; delcols 1; delcols 1

stilts tpipe cmd="delcols 1' cnd="delcols 1' cnd='delcols 1'
has the same effect as

stilts tpipe cnd="delcols "1 2 3"

since in the first case the columns are shifted | eft after each one is deleted, so the table seen by each
step has one fewer column than the one before. Note also the use of quotes in the latter of the
examples above, which is necessary so that the <colid-list> of the del cols command is
interpreted as one argument not three separate words.

The available filters are described in the following subsections.

6.1.1 addcol
Usage:
addcol [-after <col-id> | -before <col-id>]
[-units <units>] [-ucd <ucd>] [-utype <utype>] [-desc <descri p>]
[-shape <n>[,<n>...][,*]] [-elsize <n>]

<col - name> <expr>

Add a new column called <col - nane> defined by the algebraic expression <expr >. By default the
new column appears after the last column of the table, but you can position it either before or after a
specified column using the - bef or e Or - af t er flags respectively.

The-units, -ucd, - ut ype and - desc flags can be used to define textual metadata values for the new
column.

The - shape flag can also be used, but isintended only for array-valued columns, e.g. - shape 3, 3 to
declare a 3x3 array. The final entry only in the shape list may be a "*" character to indicate
unknown extent. Array values with no specified shape effectively have a shape of "+". The - el si ze
flag may be used to specify the length of fixed length strings; use with non-string columns is not
recommended.

Syntax for the <expr > and <col - i d> arguments is described in the manual.

6.1.2 addpi xsanpl e

Usage:

addpi xsanpl e [-radius <expr-rad>] [-systens <in-sys> <pi Xx-sys>]
<expr-lon> <expr-lat> <heal pi x-file>

Samples pixel data from an al-sky image file in HEALPix format. The <heal pi x- fi | e> argument
must be the filename of atable containing HEALPix pixel data. The URL of such afile can be used
instead, but local files are likely to be more efficient.

The <expr-1on> and <expr-|at> arguments give expressions for the longitude and latitude in
degrees for each row of the input table; this is usually just the column names. The long/lat must
usually be in the same coordinate system as that used for the HEALPix data, so if the one isin
galactic coordinates the other must be as well. If thisis not the case, use the - syst ens flag to give
the input long/lat and healpix data coordinate system names respectively. The available coordinate
system names are:

* icrs: ICRS (Right Ascension, Declination)
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» fk5: FK5J2000.0 (Right Ascension, Declination)
* fk4: FK4 B1950.0 (Right Ascension, Declination)

* galactic: AU 1958 Galactic (Longitude, Latitude)

* supergal acti c: de Vaucouleurs Supergalactic (Longitude, L atitude)
» ecliptic: Ecliptic (Longitude, Latitude)

The <expr-rad>, if present, is a constant or expression giving the radius in degrees over which
pixels will be averaged to obtain the result values. Note that this averaging is somewhat
approximate; pixels partly covered by the specified disc are weighted the same as those fully
covered. If noradiusis specified, the value of the pixel covering the central position will be used.

The <heal pi x-fil e> file is a table with one row per HEALPix pixel and one or more columns
representing pixel data. A new column will be added to the output table corresponding to each of
these pixel columns. This type of data is available in FITS tables for a number of all-sky data sets,
particularly from the LAMBDA (http://lambda.gsfc.nasa.gov/) archive; see for instance the page on
foreground products (including dust emission, reddening etc) or WMAP 7 year data. If the filename
given does not appear to point to a file of the appropriate format, an error will result. Note the
LAMBDA files mostly (all?) use galactic coordinates, so coordinate conversion using the - syst ens
flag may be appropriate, see above.

Syntax for the <expr -1 on> , <expr - | at > and <expr - r ad> arguments is described in the manual.
Thisfilter is somewhat experimental, and its usage may be changed or replaced in a future version.

Note: you may prefer to usethe pi xsanpl e command instead.

6.1.3 addr esol ve

Usage:

addr esol ve <col -i d- obj name> <col - nane-ra> <col - name- dec>

Performs name resolution on the string-valued column <col - i d- obj name> and appends two new
columns <col -nane-ra> and <col - name- dec> containing the resolved Right Ascension and
Declination in degrees.

Syntax for the <col -i d- obj name> argument is described in Section 6.2.

UCDs are added to the new columns in a way which tries to be consistent with any UCDs aready
existing in the table.

Since this filter works by interrogating a remote service, it will obviously be slow. The current
implementation is experimental; it may be replaced in a future release by some way of doing the
same thing (perhaps a new STILTS task) which is able to work more efficiently by dispatching
multiple concurrent requests.

Thisis currently implemented using the Simbad service operated by CDS.

6.1.4 addskycoor ds
Usage:

addskycoords [-epoch <expr>] [-inunit deg|rad|sex] [-outunit deg|rad|sex]
<i nsys> <outsys> <col -id1> <col -1d2> <col -nanel> <col - nane2>

Add new columns to the table representing position on the sky. The values are determined by
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converting a sky position whose coordinates are contained in existing columns. The <col -i d>
arguments give identifiers for the two input coordinate columns in the coordinate system named by
<insys>, and the <col - name> arguments name the two new columns, which will be in the
coordinate system named by <out sys>. The <i nsys> and <out sys> coordinate system specifiers are
one of

i crs: ICRS (Right Ascension, Declination)

f k5: FK5 J2000.0 (Right Ascension, Declination)

f k4: FK4 B1950.0 (Right Ascension, Declination)

gal acti c: IAU 1958 Galactic (Longitude, L atitude)

super gal acti c: de Vaucouleurs Supergalactic (Longitude, Latitude)
ecliptic: Ecliptic (Longitude, L atitude)

The -inunit and -outunit flags may be used to indicate the units of the existing coordinates and
the units for the new coordinates respectively; use one of degr ees, radi ans Or sexagesi mal (may
be abbreviated), otherwise degrees will be assumed. For sexagesimal, the two corresponding
columns must be string-valued in forms like hh:mm:ss.s and dd:mm:ss.s respectively.

For certain conversions, the value specified by the - epoch flag is of significance. Where significant
its value defaults to 2000.0.

Syntax for the <expr >, <col -i d1> and <col -i d2> arguments is described in the manual.

6.1.5assert

Usage:
assert <test-expr> [ <nsg-expr>]

Check that a boolean expression is true for each row. If the expression <t est - expr> does not
evaluate true for any row of the table, execution terminates with an error. As long as no error
occurs, the output table isidentical to the input one.

If the <nsg- expr > parameter is supplied, then on failure it will be evaluated and its value presented
in the error message.

The exception generated by an assertion violation is of class
uk.ac.starlink.ttools.filter.AssertException athough that is not usually obvious if you are
running from the shell in the usual way.

Syntax for the <t est - expr > and <nsg- expr > arguments is described in the manual.

6.1.6 badval

Usage:
badval <bad-val > <colid-I|ist>

For each column specified in <col i d- 1 i st > any occurrence of the value <bad- val > isreplaced by a
blank entry.

Syntax for the <col i d- I i st > argument is described in Section 6.3.

6.1.7 cache

Usage:
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cache

Stores in memory or on disk a temporary copy of the table at this point in the pipeline. This can
provide improvements in efficiency if there is an expensive step upstream and a step which requires
more than one read of the data downstream. If you see an error like "Can't re-read data from stream”
then adding this step near the start of the filters might help.

The output table contains no code-level reference to the input table, so this filter can also be useful
when managing tables that have become deeply nested as the result of successively applying many
STILTS operations.

The result of thisfilter is guaranteed to be random-access.

See also the r andomfilter, which caches only when the input table is not random-access.

6.1.8 check

Usage:
check

Runs checks on the table at the indicated point in the processing pipeline. This is strictly a
debugging measure, and may be time-consuming for large tables.

6.1.9 cl ear par ans

Usage:
cl ear parans <pname> ..

Clears the value of one or more named parameters. Each of the <pnane> values supplied may be
either a parameter name or a simple wildcard expression matching parameter names. Currently the
only wildcarding is a "*" to match any sequence of characters. cl earparans * will clear al the
parametersin the table.

It is not an error to supply <pname>s which do not exist in the table - these have no effect.

6.1.10 col | apsecol s

Usage:
col | apsecol s [-[no] keepscal ars] <array-col nane> <col -i dO> <ncol >

Adds a new array-valued column by using the values from a specified range of scalar columns as
array elements. The new column is named <ar r ay- col name>, and produced from the sequence of
<ncol > scalar columns starting with <col - i do>.

The array type of the output column is determined by the type of the first input column
(<col -i do>). If it isof type Doubl e, the output array column will be adoubl e[ ] array, and similarly
for types Long, I nteger, Fl oat and Bool ean. Other integer types are currently mapped toint[],
and object types, e.g. Stri ng, to the corresponding array type. Array elements for null or mistyped
input values are mapped to NaN for floating point types, but note that they currently just turn into
zerosfor integer array types and f al se for boolean.

By default the scalar columns that have been used are removed from the output table and the new
column replaces them at the same position. However, if you supply the - keepscal ar s flag they will
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be retained alongside the new array column (the new column will appear just after the run of scalar
columns).

Thisfilter does the opposite of expl odecol s.

Syntax for the <col -i do> argument is described in Section 6.2.

6.1.11 col neta

Usage:
colmeta [-name <nane>] [-units <units>] [-ucd <ucd>] [-utype <utype>]

[-desc <descrip>] [-shape <n>[,<n>...][,*]] [-el size <n>]
<colid-list>

Modifies the metadata of one or more columns. Some or all of the name, units, ucd, utype,
description, shape and elementsize of the column(s), identified by <colid-1ist> can be set by
using some or al of the listed flags. Typically, <col i d-1i st > will simply be the name of a single
column.

The - name, -uni ts, - ucd, -ut ype and - desc flags just take textual arguments. The - shape flag can
also be used, but isintended only for array-valued columns, e.g. - shape 3, 3 to declare a 3x3 array.
The fina entry only in the shape list may be a "*" character to indicate unknown extent. Array
values with no specified shape effectively have a shape of "+". The - el si ze flag may be used to
specify the length of fixed length strings; use with non-string columns is not recommended.

Syntax for the <col i d- I i st > argument is described in Section 6.3.

6.1.12 del col s

Usage:
del cols <colid-Ilist>

Delete the specified columns. The same column may harmlessly be specified more than once.

Syntax for the <col i d- I i st > argument is described in Section 6.3.

6.1.13 every

Usage:

every [-exact|-approx] <step>

Include only every <step>'th row in the result, starting with the first row. The optiona
- appr ox/- exact argument controls whether the selection needs to be exact; in some cases an
approximate cal culation can take advantage of parallelism where an exact one cannot.

6.1.14 expl odeal |

Usage:

explodeal | [-ifndim<ndinp] [-ifshape <di ns>]

Replaces any columns which is an N-element arrays with N scalar columns. Only columns with
fixed array sizes are affected. The action can be restricted to only columns of a certain shape using
the flags.
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If the -i f ndi mflag is used, then only columns of dimensionality <ndi m> will be exploded. <ndi m»
may bel, 2, ....

If the -i f shape flag is used, then only columns with a specific shape will be exploded; <di ms> isa
Space- or comma-separated list of dimension extents, with the most rapidly-varying first, eg. 2 5'
to explode all 2 x 5 element array columns.

6.1.15 expl odecol s

Usage:
expl odecol s <colid-list>

Takes a list of specified columns which represent N-element arrays and replaces each one with N
scalar columns. Each of the columns specified by <col i d-1ist> must have a fixed-length array
type, though not al the arrays need to have the same number of elements.

Thisfilter does the opposite of col | apsecol s.

Syntax for the <col i d- I i st > argument is described in Section 6.3.

6.1.16 fi xcol nanes

Usage:

fi xcol nanmes

Renames all columns and parameters in the input table so that they have names which have
convenient syntax for STILTS. For the most part this means replacing spaces and other
non-alphanumeric characters with underscores. This is a convenience which lets you use column
names in algebraic expressions and other STILTS syntax.

6.1.17 head

Usage:

head <nr ows>

Include only the first <nr ows> rows of the table. If the table has fewer than <nr ows> rows then it
will be unchanged.

6.1.18 heal pi xnet a

Usage:
heal pi xneta [-level <n>] [-inplicit]-colum <col-id>] [-csys CJE] [-nested|-ring]

Adjusts the table metadata items that describe how HEALPix pixel datais encoded in the table.

Zero or more of the following flags may be supplied:

* -level <n>: Definesthe HEALPIX level; the sky is split into 12*4”n pixels. This quantity is
equal to logarithm base 2 of NSIDE.

 -inplicit: Declares that pixel indices are implicit, so that row i represents HEALPix pixel
index i. The table should have 12* 4" evel rowsin this case. Not to be used with - col um.

* -colum <col -i d>: Declares that the column identified contains the (0-based) HEALPix pixel
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index. Not to be used with-inplicit.

» -csys C §E Declares the sky coordinate system to which the HEALPix pixels apply:
Celestial(=equatorial), Galactic or Ecliptic. Some applications assume Galactic if this is not
specified.

* -nested: Declaresthat the NESTED ordering schemeisin use. Not to be used with - ri ng.

* -ring: Declaresthat the RING ordering schemeisin use. Not to be used with - nest ed.

The effect of thisfilter isto write, or overwrite, certain special table parameters (per-table metadata)
that STIL uses to describe how HEALPix pixel information is encoded in a table, specificaly the
HEALPix level, the column containing pixel index, the ordering scheme, and the sky coordinate
system. Adding these parameters doesn't do anything on its own, but some of the STIL 1/0 handlers
recognise these parameters, and they affect how the table will be formatted for output. In particular,
if you set these parameters and then output to FITS format, the output table will contain headers
defined by the HEALPiX-FITS seridization format which is understood by several other
applications to describe HEALPix maps. If you write to VOTable format, the metadata will only be
recognised by other STIL-based applications but it means that if you, e.g., load the table into
TOPCAT and then writeit out again as FITS, the HEALPix information should be preserved.

When writing tables marked up like thisto FITS, you have two options. If you write to one of the
"normal” FITS formats (e.g. fits, fits-basic) then suitable headers will be added; in this case if
an explicit pixel index column is used it must be the first column, and should be named "PIXEL".
This may be enough for other applications to recognise the HEALPix metadata. However, if you
use the specia fits- heal pi x format more efforts will be made to conform to the HEALPix-FITS
convention, for instance moving and renaming the explicit pixel index column if required.

The table parameters affected by this filter are: STIL_HPX LEVEL, STIL_HPX_| SNEST,
STI L_HPX_COLNAME, STI L_HPX_CSYS. Note these are not defined by any standard, they are defined
and used only by STILTS and related applications (TOPCAT).

Syntax for the <col -i d> argument is described in Section 6.2.

6.1.19 keepcol s

Usage:

keepcol s <colid-Ilist>

Select the columns from the input table which will be included in the output table. The output table
will include only those columns listed in <col i d-1i st>, in that order. The same column may be
listed more than once, in which case it will appear in the output table more than once.

Syntax for the <col i d- I i st > argument is described in Section 6.3.

6.1.20 net a

Usage:

nmeta [<itenr ...]

Provides information about the metadata for each column. This filter turns the table sideways, so
that each row of the output corresponds to a column of the input. The columns of the output table
contain metadata items such as column name, units, UCD etc corresponding to each column of the
input table.

By default the output table contains columns for all metadata items for which any of the columns
have non-blank values.
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However, the output may be customised by supplying one or more <i t en> headings, in which case
exactly those columns will appear, regardless of whether they have entries. It is not an error to
specify an item for which no metadata exists in any of the columns (such entries will result in
empty columns).

Some of the metadata items commonly found are:

| ndex: Position of columnin table

Name: Column name

C ass: Datatype of objectsin column

Shape: Shape of array values

El Si ze: Size of each element in column (mostly useful for strings)

Uni t s: Unit string

Descri pti on: Description of datain the column

uch: Unified Content Descriptor

Ut ype: Type in data model

xt ype: Extended data type

CoosysSyst emi Sky coordinate system name from COOSY S
CoosysEpoch: Sky epoch from COOSY S

CoosysEqui nox: SKy equinox from COOSY S

Ti mesysTi meori gi n: Timeorigin from TIMESY S

Ti mesysTi mescal e: Timescale from TIMESY S

Ti mesysRef posi ti on: Ref position from TIMESY S

STI L_HPX_LEVEL: Level of HEALPix pixels contained in the table (nside=2"level)
STI L_HPX_I SNEST: True for NEST indexation scheme, False for RING
STI L_HPX_COLNAME: Name of the table column containing HEALPix index; null value or empty
string indicates implicit

* STIL_HPX_Csys: 'C=celestia/equatorial, 'G'=galactic, 'E'=ecliptic

Any table parameters of the input table are propagated to the output one.

6.1.21 progress

Usage:

progress

Monitors progress by displaying the number of rows processed so far on the terminal (standard
error). This number is updated every second or thereabouts; if all the processing is done in under a
second you may not see any output. If the total number of rows in the table is known, an ASCI|-art
progress bar is updated, otherwise just the number of rows seen so far is written.

Note under some circumstances progress may appear to complete before the actual work of the task
is done since part of the processing involves slurping up the whole table to provide random access
on it. In this case, applying the cache upstream may help.

6.1.22 r andom

Usage:
random

Ensures that random access is available on this table. If the table currently has random access, it has
no effect. If only sequential accessis available, the table is cached so that downstream steps will see
the cached, hence random-access, copy.
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6.1.23 r andonvi ew

Usage:

randonvi ew

Ensures that steps downstream only use random access methods for table access. If the table is
sequential only, thiswill result in an error. Only useful for debugging.

6.1.24 r epeat

Usage:

repeat [-row -table] <count>

Repeats the rows of a table multiple times to produce a longer table. The output table will have
<count > times as many rows as the input table.

The optional flag determines the sequence of the output rows. If <count >=2 and there are three
rows, the output sequence will be 112233 for - r ow and 123123 for -t abl e. The default behaviour is
currently -t abl e.

The <count > value will usually be a constant integer value, but it can be an expression evaluated in
the context of the table.

6.1.25 r epl acecol

Usage:
repl acecol [-nane <name>] [-units <units>] [-ucd <ucd>] [-utype <utype>]

[ -desc <descri p>]
<col -i d> <expr>

Replaces the content of a column with the value of an algebraic expression. The old values are
discarded in favour of the result of evaluating <expr>. You can specify the metadata for the new
column using the - nane, - uni ts, - ucd, - ut ype and - desc flags; for any of these items which you do
not specify, they will take the values from the column being replaced.

It islegal to reference the replaced column in the expression, so for example "r epl acecol pi xsi ze
pi xsi ze*2" just multiplies the values in column pi xsi ze by 2.

Syntax for the <col -i d> and <expr > arguments is described in the manual.

6.1.26 r epl aceval

Usage:
repl aceval <ol d-val > <newval > <colid-Iist>

For each column specified in <col i d-1i st> any instance of <ol d-val > is replaced by <new val >.
The value string 'nul | ' can be used for either <ol d- val ue> or <new val ue> to indicate a blank value
(but see also the badval filter).

Syntax for the <col i d- 1 i st > argument is described in Section 6.3.

6.1.27 r owr ange
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Usage:

row ange <first> <l ast>|+<count>

Includes only rows in a given range. The range can either be supplied as "<fi rst > <l ast >", where
row indices are inclusive, or "<first > +<count >". In either case, thefirst row is numbered 1.

Thus, to get the first hundred rows, use either "r owr ange 1 100" or "row ange 1 +100" and to get
the second hundred, either "r owr ange 101 200" or "r owr ange 101 +100"

6.1.28 sel ect

Usage:
sel ect <expr>

Include in the output table only rows for which the expression <expr > evaluates to true. <expr >
must be an expression which evaluates to a boolean value (true/false).

Syntax for the <expr > argument is described in Section 10.

6.1.29 seqvi ew

Usage:

seqvi ew

Ensures that steps downstream see the table as sequential access. Any attempts at random access
will fail. Only useful for debugging.

6.1.30 set par am

Usage:

setparam [-type byte|short|int]|long|fl oat|doubl el bool ean|string]
[-desc <descrip>] [-unit <units>] [-ucd <ucd>] [-utype <utype>]
<pnane> <pexpr >

Sets a named parameter in the table to a given value. The parameter named <pnane> is set to the
value <pexpr >, which may be a literal value or an expression involving mathematical operations
and other parameter names (using the par an<name> syntax). By default, the data type of the
parameter is determined by the type of the supplied expression, but this can be overridden using the
-t ype flag. The parameter description, units, UCD and Utype attributes may optionally be set using
the other flags.

6.1.31sort

Usage:
sort [-down] [-nullsfirst] [-[no]parallel] <key-Ilist>

Sorts the table according to the value of one or more algebraic expressions. The sort key
expressions appear, as separate (space-separated) words, in <key- | i st >; sorting is done on the first
expression first, but if that resultsin atie then the second one is used, and so on.

Each expression must evaluate to a type that it makes sense to sort, for instance numeric. If the
- down flag is used, the sort order is descending rather than ascending.



SUN/256 72

Blank entries are by default considered to come at the end of the collation sequence, but if the
-nul I sfirst flagisgiven then they are considered to come at the start instead.

By default, sorting is done sequentialy for small tables and in parallel for large tables, but this can
be controlled with the - paral I el or - noparal | el flag.

Syntax for the <key- 1 i st > argument is described in Section 10.

6.1.32 sort head

Usage:

sorthead [-tail] [-down] [-nullsfirst] <nrows> <key-Ilist>

Performs a sort on the table according to the value of one or more algebraic expressions, retaining
only <nrows> rows at the head of the resulting sorted table. The sort key expressions appear, as
separate (space-separated) words, in <key- | i st >; sorting is done on the first expression first, but if
that results in a tie then the second one is used, and so on. Each expression must evaluate to a type
that it makes sense to sort, for instance numeric.

If the-tail flagisused, thenthelast <nr ows> rows rather than the first ones are retained.
If the - down flag is used the sort order is descending rather than ascending.

Blank entries are by default considered to come at the end of the collation sequence, but if the
-nul I sfirst flagisgiven then they are considered to come at the start instead.

This filter is functionally equivalent to using sort followed by head, but it can be done in one pass
and is usually cheaper on memory and faster, as long as <nr ows> is significantly lower than the size
of the table.

Syntax for the <key- | i st > argument is described in Section 10.

6.1.33stat s

Usage:

stats [-[no]parallel] [-qgapprox|-gexact] [<itenr ...]

Calculates statistics on the data in the table. This filter turns the table sideways, so that each row of
the output corresponds to a column of the input. The columns of the output table contain statistical
items such as mean, standard deviation etc corresponding to each column of the input table.

By default the output table contains columns for the following items:

Narre: Column name

Mean: Average

St Dev: Population Standard deviation
M ni mumi Numeric minimum

Maxi mumi Numeric maximum

NGood: Number of non-blank cells

However, the output may be customised by supplying one or more <i t em> headings. These may be
selected from the above as well as the following:

* NBad: Number of blank cells
* Variance: Population Variance
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SanpsSt Dev: Sample Standard Deviation

SanpVar i ance: Sample Variance

MedAbsDev: Median Absolute Deviation

ScMedAbsDev: Median Absolute Deviation * 1.4826

Skew. Gamma 1 skewness measure

Kurt osi s: Gamma 2 peakedness measure

Sum Sum of values

M nPos: Row index of numeric minimum

MaxPos: Row index of numeric maximum

Car di nal i t y: Number of distinct values in column; values >100 ignored
Medi an: Middle value in sequence

Quartilel: First quartile

Quartil e2: Second quartile

Quartile3: Third quartile

Ar rayNGood: Per-element non-blank counts for fixed-length array columns
ArraySuni Per-element sums for fixed-length array columns

ArrayMean: Per-element means for fixed-length array columns

ArraySt Dev: Per-element population standard deviation for fixed-length array columns

Additionally, the form "Q.nn" may be used to represent the quantile corresponding to the proportion
0.nn, e.q.:

* Q 25: First quartile
e Q 625: Fifth octile

Any parameters of the input table are propagated to the output one.

The - gapprox or -gexact flag controls how quantiles are calculated. With - gexact they are
calculated exactly, but this requires memory usage scaling with the number of rows. If the - gappr ox
flag is supplied, an method is used which is typically slower and produces only approximate values,
but which will work in fixed memory and so can be used for arbitrarily large tables. By default,
exact calculation is used. These flags are ignored if neither quantiles nor the MAD are being
calculated

The -noparallel flag may be supplied to inhibit multi-threaded statistics accumulation.

Calculation is done in paralel by default if multi-threaded hardware is available, and it's usualy
faster.

6.1.34 t abl enare

Usage:

t abl enanme <name>
Sets the table's name attribute to the given string.

6.1.35tai |

Usage:

tail <nrows>

Include only the last <nr ows> rows of the table. If the table has fewer than <nr ows> rows then it will
be unchanged.

6.1.36t ranspose



SUN/256 74

Usage:

transpose [-namecol <col-id>]

Transposes the input table so that columns become rows and vice versa. The - nanecol flag can be
used to specify a column in the input table which will provide the column names for the output
table. The first column of the output table will contain the column names of the input table.

Syntax for the <col -i d> argument is described in Section 6.2.

6.1.37 uni q

Usage:

unig [-count] [<colid-Ilist>]

Eliminates adjacent rows which have the same values. If used with no arguments, then any row
which has identical valuesto its predecessor is removed.

If the <col i d-1i st > parameter is given then only the values in the specified columns must be equal
in order for the row to be removed.

If the - count flag isgiven, then an additional column with the name DupCount will be prepended to
the table giving a count of the number of duplicated input rows represented by each output row. A
unique row has a DupCount value of 1.

Syntax for the <col i d- I i st > argument is described in Section 6.3.

6.2 Specifying a Single Column

If an argument is specified in the help text for a command with the symbol <col -i d> it means you
must give a string which identifies one of the existing columnsin atable.

There are several ways you can specify a column in this context:

Column Name
The name of the column may be used if it contains no spaces. It is usually matched case
insensitively. If multiple columns have the same name, the first one that matches is sel ected.

Column Index or $ID
The index of the column may always be used; thisis a useful fallback if the column name isn't
suitable for some reason. The first column is '1, the second is '2' and so on. You may
aternatively use the forms'$1', '$2' etc.

Tip: if counting which column has which index is giving you a headache, running t pi pe with
onpde=net a Or onpde=st at s 0N the table may help.

Column ucd$ specifier

If the column has a Unified Content Descriptor (this will usually only be the case for VOTable
or possibly FITS format tables) you can refer to it using an identifier of the form
"ucd$<ucd- spec>". Depending on the version of UCD scheme used, UCDs can contain various
punctuation marks such as underscores, semicolons and dots; for the purpose of this syntax
these should all be represented as underscores ("_"). So to identify a column which has the
UCD "phot. mag; emopt.R", you should use the identifier "ucd$phot_nmg_em opt _r".
Matching is not case-sensitive. Futhermore, atrailing underscore acts as a wildcard, so that the
above column could also be referenced using the identifier "ucd$phot _mag_". If multiple
columns have UCDs which match the given identifer, the first one will be used.
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Column utype$ specifier

If the column has a Utype (this will usually only be the case for VOTable or possibly FITS
format tables) you can refer to it using an identifier of the form "ut ype$<ut ype- spec>".
Utypes may contain various punctuation marks such as colons and dots; for the purpose of this
syntax these should all be represented as underscores (*_"). So to identify a column which has
the Utype "ssa: Access. Format ", you should use the identifier "ut ype$ssa_Access_f ormat ".
Matching is not case-sensitive. If multiple columns have Utypes which match the given
identifier, the first one will be used.

6.3 Specifying a List of Columns

If an argument is specified in the help text for a command with the symbol <col i d-1i st> it means
you must give a string which identifies alist of zero, one or more of the existing columnsin atable.
The string you specify is a separated into separate tokens by whitespace, which means that you will
normally have to surround it in single or double quotes to ensure that it is treated as a single
argument and not several of them.

Each token in the <col i d- I i st > string may be one of the following:

Single Column I dentifier
The identifier for a single column, as described in Section 6.2: one of <nanme>, <i ndex>,
$<i ndex>, ucd$<ucd- expr > Or ut ype$<ut ype- expr >.

Wildcard Expression
You can use a simple form of wildcard expression which expands to any columns in the table
whose names match the pattern. Currently, the only special character is an asterisk ' which
matches any sequence of characters. To match an unknown sequence at the start or end of the
string an asterisk must be given explicitly. Other than that, matching is usualy case
insensitive. The order of the expanded list is the same as the order in which the columns
appear in the table.

Thus "col *" will match columns named col 1, Col um2 and COL_1024, but not decd d. "* MAG*"
will match columns named magni t ude, ABS_MAG_U and JMAG. "*" on its own expands to alist of
al the columns of the table in order.

Column Range
You can gpecify a range of columns in order using a token of the form
<first-colid>-<last-colid> where the syntax for <first-colid> and <l ast-colid>isa
Single Column Identifier as above (aslong asit doesn't contain a”-" character). Therangeis
inclusive, so the first and last column are both included. The <fi rst-col i d> oOr <l ast - col i d>
part (but not both) may be omitted, to indicate all the columns from the start or al the columns
to the end, respectively.

SO "RA- PARALLAX" means all the columns starting with the one named rRA and ending with the
one named PARALLAX (inclusive); "1- 100" or "$1- $100" means the first hundred columnsin the
table; "101-" or "$101-" means all the columns apart from the first hundred, "PARALLAX-"
means PARALLAX and all subsequent columns, etc.

Specifying a list which contains a given column more than once is not usually an error, but what
effect it has depends on the function you are executing.

6.4 Output Modes

This section lists the output modes which can be used as the value of the onode parameter of t pi pe
and other commands. Typically, having produced a result table by pipeline processing an input one,
you will write it out by specifying omode=out (Or not using the onode parameter at al - out isthe
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default). However, you can do other things such as calculate statistics, display metadata, etc. In
some of these cases, additional parameters are required. The different output modes, with their
associated parameters, are described in the following subsections.

6.4.1 cgi

Usage:
onmode=cgi of nt =<out - f or mat >

Writes a table to standard output in away suitable for use as output from a CGl (Common Gateway
Interface) program. This is very much like out mode but a short CGI header giving the MIME
Content-Type is prepended to the output

Additional parameters for this output mode are:

ofm = <out-format>  (String)
Specifies the format in which the output table will be written (one of the onesin Section 5.1.2 -
matching is case-insensitive and you can use just the first few letters).

[Default: vot abl e]

6.4.2 checksum

Usage:
onpde=checksum

Calculates a checksum from all the data in the table. The checksum is written to standard output in
hexadecimal; row and column counts are also written.

If two tables have the same checksum it is extremely likely that they contain the same cell data. If

they have a different checksum, their cell data differs. By default, the checksum implementation
uses Adler32, which isfast but not cryptographically secure.

6.4.3 count

Usage:
onbde=count

Counts the number of rows and columns and writes the result to standard output.

6.4.4 di scard

Usage:
onpde=di scard

Reads al the data in the table in sequential mode and discards it. May be useful in conjunction with
theassert filter.

6.4.5 gui

Usage:

onmode=gui
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Displays the table in a scrollable window.

6.4.6 et a

Usage:
onpde=net a

Prints the table metadata to standard output. The name and type etc of each column is tabulated, and
table parameters are also shown.

See the net a filter for more flexible output of table metadata.

6.4.7 out

Usage:
onode=out out =<out -t abl e> of nt =<out - f or mat >

Writes a new table.

Additional parameters for this output mode are:

out = <out-tabl e> (TableConsumer)
The location of the output table. This is usually a filename to write to. If it is equal to the
specia value "-" (the default) the output table will be written to standard output.

[Default: - ]

of m = <out-format > (String)
Specifies the format in which the output table will be written (one of the onesin Section 5.1.2 -
matching is case-insensitive and you can use just the first few letters). If it has the special
value "(aut o) " (the default), then the output filename will be examined to try to guess what
sort of fileisrequired usually by looking at the extension. If it's not obvious from the filename
what output format is intended, an error will result.

[Default: (aut o) ]

6.4.8pl astic

Usage:
onmode=pl astic transport=string|file client=<app-nanme>

Broadcasts the table to any registered Plastic-aware applications. PLASTIC, the PLatform for
AStronomical Tool InterConnection, is a tool interoperability protocol. A Plastic hub must be
running in order for thisto work.

Additional parameters for this output mode are:
transport = string|file  (String)
Determines the method (PLASTIC message) used to perform the PLASTIC communication.
The choices are

» string: VOTable seridized as a string and passed as a cal parameter
(i vo: //vot ech. or g/ vot abl e/ | oad). Not suitable for very largefiles.
 file: VOTable written to a temporary file and the filename passed as a call parameter
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i vo: //vot ech. or g/ vot abl e/ | oadFr omURL). The file ought to be deleted once it has been
loaded. Not suitable for inter-machine communication.

If no valueis set (nul I') then adecision will be taken based on the apparent size of the table.

client = <app-nane> (String)
Gives the name of a PLASTIC listener application which is to receive the broadcast table. If a
non-null value is given, then only the first registered application which reports its application
name as that value will receive the message. If no value is supplied, the broadcast will be to all
listening applications.

6.4.9 sanp

Usage:

onmode=sanp fornmat=<val ue> cli ent=<nane-or-id>

Sends the table to registered SAMP-aware applications subscribed to a suitable table load MType.
SAMP, the Simple Application Messaging Protocol, is a tool interoperability protocol. A SAMP
Hub must be running for this to work.

Additional parameters for this output mode are:

format = <value>  (String[])

Gives one or more table format types for attempting the table transmission over SAMP. If
multiple values are supplied, they should be separated by spaces. Each value supplied for this
parameter corresponds to a different MType which may be used for the transmission. If a
single value is used, a SAMP broadcast will be used. If multiple values are used, each
registered client will be interrogated to see whether it subscribes to the corresponding M Types
in order; the first one to which it is subscribed will be used to send the table. The standard
options are

* votable:use MTypetabl e. | oad. vot abl e
e fits:useMTypetable.load.fits

If any other string is used which corresponds to one of STILTS's known table output formats,
an attempt will be made to use an ad-hoc M Type of theformt abl e. | oad. f or mat .

[Default: vot abl e fits]

client = <nane-or-id>  (String)

Identifies a registered SAMP client which is to receive the table. Either the client ID or the
(case-insensitive) application name may be used. If a non-null value is given, then the table
will be sent to only the first client with the given name or ID. If no value is supplied the table

will be sent to all suitably subscribed clients.

6.4.10stat s

Usage:

onpde=st at s

Calculates and displays univariate statistics for each of the numeric columns in the table. The
following entries are shown for each column as appropriate:

* mean
* population standard deviation
e minimum
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e maximum
e number of non-null entries

Seethest at s filter for more flexible statistical calculations.

6.4.11 t opcat

Usage:

onode=t opcat

Attempts to display the output table directly in TOPCAT. If a TOPCAT instance is already running
on the local host, an attempt will be made to open the table in that. A variety of mechanisms are
used to attempt communication with an existing TOPCAT instance. In order:

1. SAMP using existing hub (TOPCAT v3.4+ only, requires SAMP hub to be running)

2. PLASTIC using existing hub (requires PLASTIC hub to be running)

3. SOAP (requires TOPCAT to run with somewhat deprecated - soap flag, may be limitations on
table size)

4. SAMP using internal, short-lived hub (TOPCAT v3.4+ only, running hub not required, but
may be slow. It's better to start an external hub, e.g. t opcat - ext hub)

Failing that, an attempt will be made to launch a new TOPCAT instance for display. This only
worksif the TOPCAT classes are on the class path.

If large tables are involved, starting TOPCAT with the - di sk flag is probably a good idea.

6.4.12 t osql

Usage:

onode=t osql protocol =<j dbc- prot ocol > host =<val ue> db=<db- nane>
dbt abl e=<t abl e- nanme> writ e=creat e| dr opcr eat e| append
user =<user nane> passwor d=<passwd>

Writes a new table to an SQL database. You need the appropriate JDBC drivers and
-Dj dbc. drivers set asusual (see Section 3.4).

Additional parameters for this output mode are:

protocol = <jdbc-protocol>  (String)
The driver-specific sub-protocol specifier for the JDBC connection. For MySQL's Connector/J
driver, thisisnysql , and for PostgreSQL's driver it is post gr esql . For other drivers, you may
have to consult the driver documentation.

host = <val ue> (String)
The host which is acting as a database server.

[Default: I ocal host ]

db = <db- nanme> (String)
The name of the database on the server into which the new table will be written.

The value of this parameter forms the last part of the JDBC connection URL. That means that
for some JDBC drivers, you can append parameter specifications to it to affect the way the
connection is made to the database, eg. "db=sonme_db?useSSL=fal se" for MySQL'S
Connector/J.

dbt abl e = <t abl e- nane> (String)
The name of the table which will be written to the database.
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wite = create|dropcreate| append (WriteM ode)
Controls how the values are written to a table in the database. The options are:

* create: Creates a new table before writing. It is an error if a table of the same name
aready exists.

* dropcreate: Creates a new database table before writing. If a table of the same name
already exists, it is dropped first.

* append: Appends to an existing table. An error results if the named table has the wrong
structure (number or types of columns) for the data being written.

[Default: creat e]

user = <usernane> (String)
User name for the SQL connection to the database.
[Default: nbt |

password = <passwd>  (String)
Password for the SQL connection to the database.
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7 Crossmatching

STILTS offers flexible and efficient facilities for crossmatching tables. Crossmatching is
identifying different rows, which may be in the same or different tables, that refer to the same item.
In an astronomical context such an item is usually, though not necessarily, an astronomical source
or object. This operation corresponds to what in database terminology is called ajoin.

There are various complexities to specifying such a match. In the first place you have to define
what is the condition that must be satisfied for two rows to be considered matching. In the second
place you must decide what happensiif, for a given row, more than one match can be found. Finally,
you have to decide what to do having worked out what the matched rows are; the result will
generally be presented as a new output table, but there are various choices about what columns and
rows it will consist of. Some of these issues are discussed in this section, and othersin the reference
sections on the tools themselves in Appendix B.

Matching can in general be a computationally intensive process. The algorithm used by the t mat ch*
tasksin STILTS, except in pathological cases, scales as O(N log(N)) or thereabouts, where N is the
total number of rows in all the tables being matched. No preparation (such as sorting) is required on
the tables prior to invoking the matching operation. It is reasonably fast; for instance an RA, Dec
positional match of two 10°-row catalogues takes of the order of 60 seconds on current (2005
laptop) hardware. Attempting matches with large tables can lead to running out of memory; the
calculation just mentioned required a java heap size of around 200Mb (- Xmx200M).

In the current release of STILTS the following tasks are provided for crossmatching between local
tables:

t mat ch2
Generic crossmatching between two tables.

t skymat ch2
Crossmatching between two tables where the matching criterion is a fixed separation on the
sky. This is smply a stripped-down version of t mat ch2 provided for convenience when the
full generality is not required.

tmat chl
Generic crossmatching internal to a single table. The basic task this performs is to identify
groups of rows within a single table which match each other.

t mat chn
Generic crossmatching between multiple (>2) tables.
tjoin
Trivia join operation between multiple tables in which no row re-ordering is required. This

barely warrants the term "crossmatch” and the concepts explained in the rest of this section are
not relevant to it.

7.1 Match Criteria

Determining whether one row represents the same item as another is done by comparing the values
in certain of their columns to see if they are the same or similar. The most common astronomical
case is to say that two rows match if their celestial coordinates (right ascension and declination) are
within a given small radius of each other on the sky. There are other possibilities; for instance the
coordinates to compare may be in a Cartesian space, or have a higher (or lower) dimensionality than
two, or the match may be exact rather than within an error radius....

If you just need to match two tables according to sky position with fixed errors you are
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recommended to use the ssmplified t skymat ch2 task. For other cases, this section describes how to
specify much more flexible match criteriafor use with t mat chi, t mat ch2 or t mat chn by setting the
following parameters:

mat cher
Name of the match criteriatype.

par ans
Fixed value(s) giving the parameters of the match (typically an error radius). If more than one
valueisrequired, the values should be separated by spaces.

val ues*
Expressions to be compared between rows. This will typically contain the names of one or
more columns, but each element may be an algebraic expression (see Section 10) rather than
just a column name if required. If more than one value is required, the values should be
separated by spaces. There is one of these parameters for each table taking part in the match,
so for t mat ch2 you must specify both val ues1 and val ues2.

t uni ng

Fixed value(s) supplying tuning parameters for the match algorithm. If there is more than one
value, they should be separated by spaces. This value will have a sensible default, so you do
not need to supply it, but providing adjusted values may make your match run faster or require
less memory (or the reverse). Adjusting tuning parameters will not change the result of any
match, only the resources required to run it. Looking at the progress output of a match will
indicate what tuning values have been used; adjusting the value a bit up or down is a good way
to experiment.

For example, suppose we wish to locate objects in two tables which are within 3 arcseconds of each
other on the sky. One table has columns RA and DEC which give coordinates in degrees, and the
other has columns RArad and DECrad which give coordinates in radians. These are the arguments
which would be used to tell t mat ch2 what the match criteria are:

mat cher =sky

par ans=3

val uesl=' RA DEC

val ues2='r adi ansToDegr ees( RArad) radi ansToDegr ees(DECrad)’
It is clearly important that corresponding values are comparable (in the same units) between the
tables being matched, and in geometrically sensitive cases such as matching on the sky, it's
important that they are the units expected by the matcher as well. To determine what those units are,
either consult the roster below, or run the following command:

stilts tmatch2 hel p=mat cher

which will tell you about all the known matchers and their associated par ans, val ues* and t uni ng
parameters.

The following subsections list the basic nat cher types and the requirements of their associated
parans, val ues* and tuning parameters. The units of the required values are given where
significant.

7.1.1sky: Sky Matching

mat cher =sky val ues* ="' <r a/ degrees> <dec/ degr ees>'
par ams=' <max-error/arcsec>'
t uni ng=' <heal pi x- k>'

val ues*:
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* raldegrees: Right Ascension
* dec/ degrees: Declination

par ams:

* max-error/arcsec: Maximum separation along a great circle

t uni ng:

* heal pi x- k: Controls sky pixel size. Legal range O - 29. 0is 60deg, 20is0.2".

The sky matcher compares positions on the celestial sphere with a fixed error radius. Rows are
considered to match when the two (ra, dec) positions are within max-error arcseconds of each
other along a grest circle.

In fact this matching is not restricted to equatorial coordinates - the ra and dec parameters may
represent any longitude-like and latitude-like coordinates in degrees, since the spherical geometry
for the matching is unchanged under such transformations.

7.1.2 skyerr: Sky Matching with Per-Object Errors

mat cher =skyerr val ues*=' <ra/ degrees> <dec/ degrees> <error/arcsec>'
parans='<scal e/ ar csec>'
t uni ng=' <heal pi x- k>'

val ues*:

* raldegrees: Right Ascension
* dec/ degrees: Declination
* error/arcsec: Per-object error radius along a great circle

par ans:

» scal e/ arcsec: Rough average of per-object error distance; just used for tuning to
set default pixel size

tuni ng:

* heal pi x- k: Controls sky pixel size. Legal range 0 - 29. 0is 60deg, 20is0.2".

The skyerr matcher compares positions on the celestial sphere using error radii which can be
different for each row. Rows are considered to match when the separation between the two r a, dec
positionsis no larger than the sum of the two per-row er ror values.

The scal e parameter should be a rough average value of the error distances. It is used only to set a
sensible default for heal pi x- k tuning parameter, and its value does not affect the result. If you set
heal pi x- k directly, its value isignored.

As with sky matching, other longitude/latitude coordinate pairs may be used in place of right
ascension and declination.

Note: the semantics of this matcher have changed dlightly at version 2.4 of STILTS. In earlier
versions the single parameter was named max- error and provided an additional constraint on the
maximum accepted separation between matched objects. For most uses, the old and new behaviours
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are expected to give the same results, but in cases of difference, the new behaviour is more likely
what you want.

7.1.3 skyel li pse: Sky Matching of Elliptical Regions

mat cher =skyel | i pse val ues*=' <ra/ degrees> <dec/ degrees> <pri mary-radi us/ arcsec>
<secondary-radi us/ arcsec>
<posi tion-angl e/ degr ees>'
par ans=' <scal e/ ar csec>'
t uni ng=' <heal pi x- k>'

val ues*.

ra/ degr ees: Right ascension of centre

dec/ degr ees: Declination of centre

pri mary-radi us/ ar csec: Length of ellipse semi-major axis

secondary-radi us/ ar csec: Length of ellipse semi-minor axis

posi ti on-angl e/ degr ees: Position angle - measured from north pole to primary
axis, in direction of positive RA

par ans:

* scal e/ arcsec: Rough average of ellipse mgjor radius; just used for tuning to set
default pixel size

t uni ng:

* heal pi x- k: Controls sky pixel size. Legal range 0 - 29. 0is 60deg, 20is0.2".

The skyel i pse matcher compares elliptical regions on the sky for overlap. Each row has to
provide five values, giving the centre, the major and minor radii, and the position angle of an
ellipse. Rows are considered to match if there is any overlap between the ellipses. The goodness of
match is a normalised generalisation of the symmetrical case used by the skyer r matcher, in which
the best possible match is two concentric ellipses, and the worst allowable match is when the
circumferences just touch.

The calculations are approximate since in some cases they rely on projecting the ellipses onto a
Cartesian tangent plane before evaluating the match, so for larger ellipses the criterion will be less
exact. For objects the size of most observed stars or galaxies, this approximation is not expected to
be problematic.

The scal e parameter must be supplied, and should be a rough average value of the mgjor radii. it is
used only to set a sensible default for the heal pi x- k tuning parameter, and its value does not affect
the result. If you set heal pi x- k directly, the value of scal e isignored.

7.1.4 sky3d: Spherical Polar Matching

mat cher =sky3d val ues*=' <ra/ degr ees> <dec/ degrees> <di st ance>'
paranms='<error/units of distance>'
t uni ng=' <bi n-f act or >'

val ues*:

* raldegrees: Right Ascension
e dec/ degrees: Declination
* distance: Distance from origin
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par ams:

* error/units of distance: Maximum Cartesian separation for match

t uni ng:

* bin-factor: Scaling factor to adjust bin size; larger values mean larger bins

The sky3d matcher compares positions in the volume of the sky taking account of distance from the
observer. The position in three-dimensional space is calculated for each row using the ra, dec and
di stance as spherical polar coordinates, where di st ance is the distance from the observer along
the line of sight. Rows are considered to match when their positions in this space are within err or
units of each other. The units of error arethe same asthose of di st ance.

As with sky matching, other longitude/latitude coordinate pairs may be used in place of right
ascension and declination.

7.1.5 exact : Exact Matching

mat cher =exact val ues*=' <mat ched- val ue>

val ues*:

* matched-val ue: Vauefor exact match

The exact matcher compares arbitrary key values for exact equality. Rows are considered to match
only if the values in their mat ched- val ue columns are exactly the same. These values can be
strings, numbers, or anything else. A blank value never matches, not even with another blank one.
Since the par ans parameter holds no values, it does not have to be specified. Note that the values
must also be of the same type, so for instance a Long (64-bit) integer value will not match an
Integer (32-hit) value.

7.1.6 1d, 2d, ...: Isotropic Cartesian Matching

mat cher =1d val ues*=" <x>'
parans=' <error>'
t uni ng=' <bi n-f act or >

val ues*.

e x: Cartesian co-ordinate #1

par ans.
* error: Maximum Cartesian separation for match
t uni ng:

* bin-factor: Scaling factor to adjust bin size; larger values mean larger bins

mat cher =2d val ues*=" <x> <y>'
parans=' <error>'
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t uni ng=' <bi n-f act or >

val ues*:
» x: Cartesian co-ordinate #1
» y: Cartesian co-ordinate #2
parans:

e error: Maximum Cartesian separation for match

tuni ng:

* bin-factor: Scaling factor to adjust bin size; larger values mean larger bins

The 1d matcher compares positions in 1-dimensional Cartesian space. Rows are considered to
match if their x column values differ by no morethanerror.

The 2d matcher compares postions in 2-dimensional Cartesian space. Rows are considered to match
if the difference in their (x,y) positions reckoned using Pythagorasislessthanerror.

Matching in any number of Cartesian dimensions can be done by extending this syntax in the
obvious way.

7.1.7 2d_ani sot r opi c, .... Anisotropic Cartesian Matching

mat cher =2d_ani sot ropi ¢ val ues*=" <x> <y>' .
paranms='<error-in-x> <error-in-y>
t uni ng=' <bi n-f act or >

val ues*:
» x: Cartesian co-ordinate #1
e y: Cartesian co-ordinate #2
par ans.
* error-in-x: Axislength of error ellipsein Cartesian co-ordinate #1 direction
* error-in-y: Axislength of error ellipsein Cartesian co-ordinate #2 direction
tuni ng:

* bin-factor: Scaling factor to adjust bin size; larger values mean larger bins

The 2d_ani sot ropi ¢ matcher compares positions in 2-dimensional Cartesian space using an
anisotropic metric. Rows are considered to match if their (x,y) positions fall within an error elipse
with axis lengths error-i n-x, error-in-y of each other. This kind of match will typicaly be used
for non-'spatial’ spaces, for instance (magnitude,redshift) space, in which the metrics along different
axes are not related to each other.

Matching in any number of dimensions of Cartesian space using an anisotropic metric can be done
by extending this syntax in the obvious way.

7.1.8 2d_cuboi d, ...: Cuboid Cartesian Matching
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mat cher =2d_cuboi d val ues*=' <x> <y>'
params='<error-in-x> <error-in-y>
t uni ng=' <bi n-fact or>

val ues*:
» x: Cartesian co-ordinate #1
» y: Cartesian co-ordinate #2
par ans.
e error-in-x: Haf length of cuboid in Cartesian co-ordinate #1 direction
e error-in-y: Haf length of cuboid in Cartesian co-ordinate #2 direction
tuni ng:

* bin-factor: Scaling factor to adjust bin size; larger values mean larger bins

The 2d_cuboi d matcher compares positions in 2-dimensional Cartesian space in cuboidal cells.
Rows are considered to match if their (x,y) positions fall within an error cuboid with half-axis
lengths error-in-x, error-in-y of each other. This kind of match is suitable for grouping items
into pixels, though it's not avery efficient way of doing that.

Matching in any number of dimensions using N-dimensional hyper-cuboids can be done by
extending this syntax in the obvious way.

7.1.91d_err,2d_err, ... Cartesian Matching with Per-Object Errors

mat cher =2d_err val ues*=' <x> <y> <error>
paranms=' <scal e>'
t uni ng=' <bi n-f act or >

val ues*.

e x: Cartesian co-ordinate #1
» y: Cartesian co-ordinate #2
* error: Per-object error radius

par ams:

* scale: Rough average of per-object error distance; just used for tuning in
conjunction with bin factor

t uni ng:

* bin-factor: Scaling factor to adjust bin size; larger values mean larger bins

The 1d_err, 2d_err, ... matchers compare positions in N-dimensional Cartesian space like the 1d,
2d matchers described in Section 7.1.6, except that the match radius can be different for each row.
Rows are considered to match when the separation reckoned by Pythagoras between the x, vy, ...
positions is no larger than the sum of the two per-row error values. Matching in any number of
Cartesian dimensions can be done by extending this syntax in the obvious way.

The scal e parameter must be supplied, and should be approximately the characteristic size of the
per-object error values. In conjunction with the bi n-fact or tuning parameter its value affects the
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performance of the match, but not the result.

7.1.10 2d_el | i pse: Cartesian Matching of Elliptical Regions

mat cher=2d_el | i pse val ues*=' <x> <y> <pri mary-radi us> <secondary-radi us>
<orientation-angl e/ degrees>'
par ans=' <scal e>'
t uni ng=' <bi n-f act or >'

val ues* .

* x: X coordinate of centre

e y:Y coordinate of centre

* primary-radius: Length of ellipse semi-magjor axis

* secondary-radius: Length of ellipse semi-minor axis

e orientation-angl e/ degrees: Angle from X axis towards Y axis of semi-major
axIs

par ams:

* scale: Rough average of per-object error distance; just used for tuning in
conjunction with bin factor

t uni ng:

* bin-factor: Scaling factor to adjust bin size; larger values mean larger bins

The 2d_el I'i pse matcher compares €lliptical regions in a 2d plane for overlap. Each row has to
specify five values, giving the centre, the major and minor radii, and the orientation angle of an
ellipse. Rows are considered to match if there is any overlap between the ellipses. The goodness of
match is a normalised generalisation of the symmetrical case used by the isotropic matcher, in
which the best possible match is two concentric ellipses, and the worst allowable match is when the
circumferences just touch.

Note the orientation angle is measured anticlockwise from the horizontal, unlike the position angle
used by the skyel | i pse matcher.

The scal e parameter must be supplied, and should be approximately the characteristic size of the
per-object major radius. In conjunction with the bi n- f act or tuning parameter its value affects the
performance of the match, but not the result.

7.1.11 Custom Matchers

For advanced users, it is possible to supply the name of a class on the classpath which implements
the uk. ac. starlink. tabl e. j oi n. Mat chEngi ne interface and which has a no-arg constructor. This
allows java programmers to write their own matchers using any match criteria and binning
algorithms they choose.

7.1.12 Matcher Combinations

In addition to the matching criteria listed in the previous subsections, you can build your own by
combining any of these. To do this, take the two (or more) matchers that you want to use, and
separate their names with a"+" character. The val ues* parameters of the combined matcher should
then hold the concatenation of the val ues* entries of the constituent matchers, and the same for the
par ans parameter.
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So for instance the matcher "sky+1d" could be used with the following syntax:

mat cher =sky+1d val ues*=' <ra/ degr ees> <dec/ degr ees> <x>'
parans=' <max-error/arcsec> <error>'
t uni ng=' <heal pi x- k> <bi n-f act or>'

val ues*:

* raldegrees: Right Ascension
* dec/degrees: Declination
* x: Cartesian co-ordinate #1

par ans:

* max-error/arcsec: Maximum separation along a great circle
e error: Maximum Cartesian separation for match

t uni ng:

* heal pi x- k: Controls sky pixel size. Legal range 0 - 29. 0 is 60deg, 20is0.2".
e bin-factor: Scaling factor to adjust bin size; larger values mean larger bins

This would compare positions on the sky with an additional scalar constraint. Rows are considered
to match if both their r a, dec positions are within max- er r or arcseconds of each other along a great
circle (asfor mat cher =sky) and their x values differ by no more than error (asfor mat cher =1d).

This example might be used for instance to identify objects from two catalogues which are within a
couple of arcseconds and also 0.5 blue magnitudes of each other. Rolling your own matchersin this
way can give you quite flexible match constraints.

When identifying the closest match (e.g. find=best1 in tmatch2) the "distance’ measure is
obtained by scaling the distances from each of the constituent matchers and adding these scaled
distances in quadrature, so that each element of the matcher has approximately equal weight.
Scaling is generally done using the maximum permissible match radius (or equalent) so the
distance measure looks something like d = sqrt([d /max(d )] + [d /max(dB)] ) However the
details are a bit dependent on which matchers you are combl n| ng.

Note that in STILTS v3.0-9 and earlier, a linear unscaled distance measure was used here instead,
which did not give very meaningful Best match resullts.

7.2 Multi-Object Matches

The generic matching in STILTS is determined by specified match criteria, as described in Section
7.1. These criteria give conditions for whether two items (table rows) count as matched with each
other. In the case of a pair match, as provided by t mat ch2, it is clear how thisisto be interpreted.

However, some of the matching tasks (t mat chn in group mode and t mat ch1) search for match
groups which may have more than two members. This section explains precisely how STILTS
applies the pair-wise matching criteriait is given to identifying multi-object groups.

In a multi-object match context, the matcher identifies a matched group as the largest possible
group of objects in which each is linked by a pair match to any other object in the group - it isa
group of "friends of friends'. Formally, the set of matched groupsis a set of digoint graphs whose
nodes are input table rows and whose edges are successful pair matches, where no successful pair
match exists between nodes in different elements of that set. Thus the set has a minimal number of
elements, and each of its elements is a matched group of maximal size. The important point to note
is that for any particular pair in a matched group, there is no guarantee that the two objects match
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each other, only that you can hop from one to the other via pairs which do match.

So in the case of a multi-object sky match on a field which is very crowded compared to the
specified error radius, it is quite possible for all the objects in the input table(s) to end up as part of
the same large matching group. Results at or near this percolation threshold are (a) probably not
useful and (b) likely to take a long time to run. Some care should therefore be exercised when
specifying match criteriain multi-object match contexts.
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8 Plotting

As of version 3.0 (October 2014), STILTS offers plotting commands corresponding to the
new-style plotsin version 4 of the TOPCAT application. The commands are currently:

* plot2pl ane (Appendix B.10): Draws a plane plot
* plot2sky (Appendix B.11): Draws a sky plot

* plot2cube (Appendix B.12): Draws a cube plot

* plot2sphere (Appendix B.13): Draws a sphere plot
* plot2time (Appendix B.14): Draws atime plot

(In previous versions the less capable commands pl ot 2d, pl ot 3d and pl ot hi st were available -
these are now deprecated, but described in Section 9).

These commands al have a similar structure. The plot surface, or geometry of the plot, is defined
by which command you use (for instance, if you want to plot longitude/latitude data on the celestial
sphere, use pl ot 2sky). Content is added to the plot by specifying zero or more plot layers, as
described in Section 8.3 below. Section 8.4 describes the shading modes which affect how
colouring is performed for some of the layer types. Once a plot has been specified, it can be
displayed on the screen or exported in some way according to a selected output mode (Section 8.5)
and perhaps export format (Section 8.6). Plots displayed to the screen are by default "live" - they
can be resized and navigated around (pan, zoom, rotate, ...) using the mouse in the same way asin a
TOPCAT window.

These commands allow you to make all the plots that can be produced with TOPCAT, in some
cases with more flexibility in configuration. Unlike TOPCAT, the size of table you can plot is not
limited by the size of table you can load into the application. In most cases, STILTS will generate
plots from arbitrarily large data sets with fixed (and modest) memory requirements. Performance is
of course highly dependent on the details of the plot, but for instance an all-sky density plot for 2
billion points can be produced in the order of 30 minutes.

8.1 Plot Parameters

The plotting commands offer a great deal of control over what is plotted and how it is represented,
and thus unavoidably have lots of parameters. When looking at the command documentation in
Appendix B the Usage sections may look rather daunting. However, the discussion below and the
Examples sections should help. Generating a smple plot is straightforward and can be done with
only four or five parameters; if you want to represent more complicated data or have specific
preferences for appearance then you can consult the documentation for the additional options.

As asimple example, if afile "cat.fits" contains the columns RMAG and BMAG for red and blue
magnitudes, you can draw atwo-dimensional colour-magnitude scatter plot with the command:

stilts plot2plane layer_l=mark in_l=cat.fits x_1=BMAG RVMAG y_1=BMAG

Since an output file is not specified, the plot is shown in awindow on the screen. This plot window
is"live" - you can resize the window, or pan and zoom around it using the same mouse controls as
in TOPCAT. To send the output to a PNG file, do instead:

stilts plot2plane layer_l1=mark in_l=cat.fits x_1=BMAG RMAG y_1=BMAG out =fi g. png
We can adjust the plot by inverting the Y axis so it increases downwards instead of upwards:

stilts plot2pl ane
yflip=true
layer _1=mark in_1l=cat.fits x_1=BMAG RVAG y_1=BMAG
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The parameters of the plot now fall into two groups. Global parameters, without suffixes, make
global adjustments to the plot. In this example yf 1 i p=t rue invertsthe Y axis. Layer parameters,
with suffixes, are introduced by al ayer parameter and grouped together by a given suffix. Each
layer group defines a plot layer with content to be drawn on the plot surface. In this case the layer is
of type mark (draw markers) and the suffix is "_1". Global and Layer parameters are described
separately in the following subsections.

8.1.1 Global Parameters

The global plot parameters are documented in the usage sections of the various plot commands (e.g.
Appendix B.10.1). They dea with things like positioning the plot axes, fixing the data bounds,
selecting font types and sizes, adjusting grids and tickmarks, configuring how interactive navigation
works, managing data storage, and so on. They are al optional, since they all have sensible defaults,
for instance data bounds will be determined from the supplied data if they are not given explicitly.

8.1.2 Layer Parameters

The layer parameters come in groups, each specifying the details of one plot layer. Each layer type
has its own list of parameters. A plot layer is introduced on the command line with a parameter of
the form

| ayer <suf fi x>=<I| ayer -t ype>

and any other parameters with the same <suf f i x> are considered to apply to the same layer. In the
basic example we considered:

stilts plot2plane layer_l1=mark in_1l=cat.fits x_1=BMAG RVAG y_1=BVAG

the suffix is"_1" and the layer type associated with it is mar k (plotting markers to make a scatter
plot). The different layer types are documented in Section 8.3, and each has its own set of
parameters, some of which are mandatory and some which are optional with sensible defaults. In
the documentation, the suffix is represented as "N". For instance the nar k layer type requires you to
specify an input table (i nN) and point positions (xN and yN). Since the suffix we have used in the
example for the | ayer N parameter is"_1", we have writtenin_1, x_1 andy_1. The nark layer has
some optional style parameters as well, so we could adjust the plot's appearance by adding
shape_l=cross size_1=4 col or _1=bl ue.

You can have as many layers as you like (even none), so we could overplot two datasets from
different input files like this:

stilts plot2pl ane
layer _1=mark in_1=catl.fits x_1=BMAG RMAG y_1=BMAG col or_l=nmgenta size_1=5
layer 2=mark in_2=cat2.fits x_2=nmag_b-nmag_r y_2=rmag b col or _2=cyan size_2=5

We have assigned different coloursto the different layers and boosted the marker sizeto 5 pixels.

As a convenience, if the same value is used for all the layers, you can omit the suffix. So to avoid
having to specify the same markers size for both layers, you can write instead:

stilts plot2plane

si ze=5

layer _1=mark in_l=catl.fits x_1=BMAG RMAG y_1=BMAG col or_1=magenta

| ayer _2=mark in_2=cat2.fits x_2=nmag_b-mag_r y_2=mag_b col or_2=tea
Although the si ze parameter no longer has an explicit suffix, it's still a layer parameter, it just
applies to multiple layers. This shorthand works for all layer parameters. Here is another example
which also shows how you can use the i cmdN parameter to pre-process input data prior to
performing the plot. Here, we make two different selections of the input rows to plot two different
data sets.
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stilts plot2pl ane
in=cat.fits x=BMAG RMAG y=BMAG
| ayer _1=mark icnd_1="sel ect vel <1000' col or_1=bl ue
| ayer _2=mark icnd_2='sel ect vel >=1000" col or_2=red
The input tables and data values are the same for both datasets, so we can just supply the parameters
in,xandy, ratherthanin_1,in_2 €tc.

Any string can be used as a suffix, including the empty string (though an empty string can cause
confusion if there are multiple layers). The suffixing is also dightly more sophisticated than
described above; to find parameters relating to a layer with a given suffix, the parameter |ooks first
using the whole suffix, and strips single characters off it until it has none left. So if a layer is
introduced with the parameter | ayer _ab, you can give the marker shape using any of the parameters
shape_ab, shape_a, shape_ Or shape. If more than one of these is present, the first one in that list
will be used (the order in which they appear on the command line is not significant). This can be
used to group sets of layers.

By default, if multiple layers are specified, they are plotted in the order in which the introducing
| ayer N parameters appear on the command line. This may be relevant, since layers plotted later
sometimes obscure ones plotted earlier. You can alter the order of plotting with the seq (global)
parameter, which is a comma-separated list of layer suffixes giving the sequence in which layers
should be plotted. So adding "seq=_2, _1" would cause layer 2 to be plotted before layer 1,
instead of the other way round.

By default, if more than one layer is plotted, a legend will appear labelling the datasets. The dataset
labels appearing in the legend are by default the layer suffixes specified on the command line.
However, the labels can be given explicitly with the | egendN parameter, so for instance in the
example above | egl abel _1=Sl ow | egl abel _2=Fast would adjust the legend accordingly. Legend
appearance and positioning can be adjusted by various| eg* globa parameters.

8.1.3 Animation

The plotting commands can be used to produce animations. This is done by supplying an animation
control table using the ani mat e parameter (which has associated af nt and acnd parameters for
specifying its file format and applying filters). One output image is produced for each row of the
control table. The columns of the table have names which correspond to plot command parameters,
and for each row, the basic plot command is executed with the parameters on the command line
supplied or replaced by those from the table. Thisis most commonly used for providing a movie of
the kind of navigation you can do interactively with the mouse, but other applications are possible.

For instance, given the following animation control table with the name "bounds.txt”, in ASCII
format:

# X

SINIEE
QOO OoOX
orrN3
IO 010 X

then this command:

(7))
Q

stilts plot2plane xm n=0 ym n=0
layer _1=mark in_1=guns_snt.fits x_l=ag y_l=av
ani mat e=bounds. t xt af nt =asci i

would produce a 4-frame animation zooming in towards the origin.

If output is to the screen (onode=swi ng, the default) the animation can be seen directly. If it isto an
output file (omode=out ) then a number of output files is written with sequence numbers, so adding
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the parameter "out =x. png" to the above command would produce 4 files, x-1.png, x-2.png,
x- 3. png and x- 4. png. Padding zeros are used to keep the files in aphanumeric sequence, so for
instance in a 500-frame animation the first one would be named x-001. png. STILTS does not
actually turn these files into a single animated output file, but you can use other tools to do this, for
Instance using |mageM agick:

convert x-*.png xmovie.gif

or ffmpeg:

ffrpeg -i 'x-9%93d.png’ -franmerate 15 -pix_fnt yuv420p xnovi e. webm

Y ou can create the animation control table any way you like, but you may find the t | oop command
convenient. For instance the above table can be written like this:

stilts tloop xmax 4 0 -1 ocnd='"addcol ymax xmax*0.5' ofnt=ascii out=bounds.t xt

Alternatively, you can generate a table like this inline using the loop scheme. A common
requirement is to produce an animation of rotating a 3-d plot, here's an example of how to do that:

stilts plot2sphere |ayer_1=mark in_1=hip_main.fits |lon_1l=radeg |at_1=dedeg r_1=plx \
ani mat e=: | oop: 15, 375, 2 acnd='col neta -nane phi $1'
The phi parameter controls the angle from which the 3D plot is viewed, and here it is incremented
by 2 degrees for each frame. The same thing would work for pl ot 2cube aswell aspl ot 2sphere.

Note that producing animations in thisway is usually much more efficient than writing a shell script
which invokes STILTS multiple times. The plot commands aso employ multi-threading when
animating to output files, so should make efficient use of multi-core machines (though currently
animations to the screen are not multi-threaded).

8.2 Surface Types

The different pl ot 2* commands correspond to different plot surface geometries. The different
commands come with their own specific axis configuration parameters. Some of the plot layer types
are specific to certain surface types. When supplying data from input tables to plot layers, the
coordinate values you need to supply (and hence the corresponding parameter names) are
determined not by the layer type, but by the surface type. For instance, point positions for layer N
on a 2-d Cartesian surface (p! ot 2pl ane command) are given using parameters xN and yN, but when
plotting to the celestial sphere (p! ot 2sky command) you supply | onNand | at N).

The following list summarises the available surface types and their corresponding positional
coordinates.

Plane (pl ot 2pl ane)
2-dimensional Cartesian axes. Positional coordinates are supplied as x, y pairs. Note that this
command can also be used to draw histograms.

SKky (pl ot 2sky)
Celestial sphere. Positional coordinates are supplied as | on, | at pairs, giving longitude and
latitude in decimal degrees. A number of different projections are available, and conversion
between different celestial coordinate systems can also be performed. You could use it for
other spherical coordinate systems too (like the surface of a planet).

Cube (p! ot 2cube)
3-dimensional Cartesian axes. Positional coordinates are supplied asx, y, z triples.

Sphere (pl ot 2sphere)
3-dimensional isotropic space with spherical polar coordinates. Positional coordinates are
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supplied as 1 on, I at, r triples, giving longitude and latitude in decimal degrees, and radius in
an arbitrary unit. The plotting surface (space) is similar to Cube, except that the unit distanceis
alwaysthe samein al three directions.

Time (pl ot 2t i ne)
2-dimensional axes, but the horizontal axis represents time. The axis may be labelled in
various ways (1SO-8601 dates, decimal year, MJD etc). Positional coordinates are supplied as
t, y pars. Time can be represented in input data in various ways; if sufficient metadata is
provided in the input format the epoch can be determined automatically, otherwise it may be
necessary to specify the time representation being used.

8.3 Layer Types

The different plot layers and how to configure them with parameters is given in the following
subsections. The layers which may be plotted on a particular surface depend on the plot geometry,
so not al of these are available for every plot command.

8.3.1mark
Plots a marker of fixed size and shape at each position.
Usage Overview:

| ayer N=mark shapeN=filled_circle|lopen_circle|... sizeN=<pixels>
shadi ngN=aut o| f| at | transl ucent | transpar ent | densi t y| aux| wei ght ed <shade- par ansN\
<pos- coor d- paranmsN> i nN=<t abl e> i f nt N=<i n-f or mat >
i streamN=true| fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Positional Coordinate Parameters:
The positional coordinates <pos- coor d- par amsN> give a position for each row of the input
table. Their form depends on the plot geometry, i.e. which plotting command is used. For a
plane plot (pl ot 2pl ane) the parameters would be xN and yN. The coordinate parameter values
arein all cases strings interpreted as numeric expressions based on column names. These can
be column names, fixed values or algebraic expressions as described in Section 10.

Example:
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peak_to_peak_qg

1.51

0.9

stilts plot2plane |ayerl=mark inl=rrlyrae.fits xl1=pl yl=peak_to_peak_g

i cndN = <cmds> (ProcessingStep([])

Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)

Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <t abl e> (StarTable)

The location of the input table. This may take one of the following forms:

o Afilename.
* AURL.
* The special value "- ", meaning standard input. In this case the input format must be given
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explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreanN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

shadi ngN = auto|flat|translucent|transparent|density|aux|weighted <shade- paranmsN>
(ShapeMode)
Determines how plotted objectsin layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

auto (Section 8.4.1)

flat (Section 8.4.2)

transl ucent (Section 8.4.3)
transparent (Section 8.4.4)
density (Section 8.4.5)

aux (Section 8.4.6)

wei ghted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: aut o]

shapeN = filled_circle|lopen_circle|... (Marker Shape)
Sets the shape of markers that are plotted at each position of the scatter plot.

The available options are:

filled circle
open_circle
Cross

X

open_square
open_di anond
open_triangl e_up
open_triangl e_down
fat _circle
fat_cross

fat_x

fat_square

fat _di anmond
fat_triangle_up
fat_triangle_up
filled_square
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e filled_dianond
e filled_triangle_up
e filled_triangle_down

[Default: filled_circle]

sizeN = <pixel s>  (Integer)
Size of the scatter plot markers. The unit is pixels, in most cases the marker is approximately
twice the size of the supplied value.

[Default: 1]

8.3.2si ze

Plots a marker of fixed shape but variable size at each position. The size is determined by an
additional input data value.

The actual size of the markers depends on the setting of the aut oscal e parameter. If autoscaling is
off, then the basic size of each marker is the input data value in units of pixels. If autoscaling is on,
then the data values are gathered for all the currently visible points, and a scaling factor is applied
so that the largest ones will be a sensible size (a few tens of pixels). This basic size can be further
adjusted with the scal e factor.

Currently data values of zero always correspond to marker size of zero, negative data values are not
represented, and the mapping is linear. An absolute maximum of 100 pixels is aso imposed on
marker sizes. Other options may be introduced in future.

Note: for marker sizes that correspond to data values in data coordinates, you may find Error
plotting more appropriate.

Usage Overview:

| ayer N=si ze shapeN=filled_circlelopen_circle|... scal eN=<factor>
aut oscal eN=true| fal se
shadi ngN=aut o| fl at|transl ucent | transparent| density| aux| wei ght ed <shade- paransN
<pos- coor d- paransN> si zeN=<num expr > i nN=<t abl e>
ifntN=<in-format> istreanN=true|fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Positional Coordinate Parameters:
The positional coordinates <pos- coor d- par amsN> give a position for each row of the input
table. Their form depends on the plot geometry, i.e. which plotting command is used. For a
plane plot (pl ot 2pl ane) the parameters would be xN and yN. The coordinate parameter values
arein all cases strings interpreted as numeric expressions based on column names. These can
be column names, fixed values or algebraic expressions as described in Section 10.

Example:
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stilts plot2sky projection=aitoff xpix=500 ypix=250
| ayer 1=si ze inl=nessier.xnm shadi ngl=transparent | onl=RA | at 1=DEC si zel=Rac

autoscaleN = true|false  (Boolean)
Determines whether the basic size of variable sized markers is automatically scaled to have a
sensible size. If true, then the sizes of al the plotted markers are examined, and some
dynamically calculated factor is applied to them all to make them a sensible size (by default,
the largest ones will be afew tens of pixels). If false, the sizes will be the actual input valuesin
units of pixels.

If auto-scaling is off, then markers will keep exactly the same screen size during pan and zoom
operations; if it's on, then the visible sizes will change according to what other points are
currently plotted.

Marker size is also affected by the scal e parameter.
[Default: t rue]

icmdN = <cmds>  (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmtN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your tableisin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.
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[Default: (aut o) ]

inN = <tabl e> (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

 AURL.

* The special value "-", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreanN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

scal eN = <factor>  (Double)
Scales the size of variable-sized markers. The default is 1, smaller or larger values multiply the
visible sizes accordingly.

[Default: 1]

shadi ngN = auto| flat|translucent|transparent|density|aux|wei ghted <shade- paranmsN>
(ShapeMode)
Determines how plotted objectsin layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

auto (Section 8.4.1)

flat (Section 8.4.2)
translucent (Section 8.4.3)
transparent (Section 8.4.4)
density (Section 8.4.5)

aux (Section 8.4.6)

wei ghted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: aut o]

shapeN = filled_circle|open_circle|... (Marker Shape)
Sets the shape of markers that are plotted at each position of the scatter plot.

The available options are:

filled circle
open_circle
Cross

X
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open_squar e
open_di anond
open_triangl e_up
open_triangl e_down
fat_circle

fat_cross

fat_x

fat_square

fat _di amond
fat_triangle_up
fat_triangle_up
filled_square
filled_di anond
filled_triangle_up
filled_triangl e_down

[Default: filled_circle]

si zeN = <num expr > (String)
Size to draw each sized marker. Units are pixels unless auto-scaling is in effect, in which case
units are arbitrary. The plotted size is also affected by the scal e value.

The value is a numeric algebraic expression based on column names as described in Section
10.

8.3.3 si zexy

Plots a shaped marker with variable horizontal and vertical extents at each position. The X and Y
dimensions are determined by two additional input data values.

The actual size of the markers depends on the setting of the aut oscal e parameter. If autoscaling is
off, the basic dimensions of each marker are given by the input data values in units of pixels. If
autoscaling is on, the data values are gathered for al the currently visible points, and scaling factors
are applied so that the largest ones will be a sensible size (a few tens of pixels). This autoscaling
happens independently for the X and Y directions. The basic sizes can be further adjusted with the
scal e factor.

Currently data values of zero aways correspond to marker dimension of zero, negative data values
are not represented, and the mapping is linear. An absolute maximum of 100 pixelsis aso imposed
on marker sizes. Other options may be introduced in future.

Note: for marker sizes that correspond to data values in data coordinates, you may find Error
plotting more appropriate.

Usage Overview:

| ayer N=si zexy shapeN=open_rectangl e|] open_triangle|... thickN=<int-val ue>
scal eN=<factor> autoscal eN=true|fal se
shadi ngN=aut o| fl at|transl ucent|transparent| density| aux| wei ght ed <shade- par an
<pos- coor d- par ansN> xsi zeN=<num expr > ysi zeN=<num expr >
i nN=<tabl e> i fnt N=<in-format> istreamN=true|fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Positional Coordinate Parameters:
The positional coordinates <pos- coor d- par amsN> give a position for each row of the input
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table. Their form depends on the plot geometry, i.e. which plotting command is used. For a
plane plot (p! ot 2pl ane) the parameters would be xN and yN. The coordinate parameter values
arein all cases strings interpreted as numeric expressions based on column names. These can
be column names, fixed values or algebraic expressions as described in Section 10.

Example:

3.0

M
LA

rJ
L

psfmag_r-psfmag_z

1.51

1.0

psfrmag_u-psfimag_a

stilts plot2plane | ayerl=sizexy inl=dr5qgso.fits shapel=filled_rectangle
x1=psfmag_u-psfrmag_g yl=psfrmag_r-psfnag_z xsizel=exp(psfmag_g) ysizel=exj
xm n=-3 xmax=1 ym n=1 ynmax=3. 2

autoscaleN = true|false  (Boolean)
Determines whether the basic size of variable sized markers is automatically scaled to have a
sensible size. If true, then the sizes of al the plotted markers are examined, and some
dynamically calculated factor is applied to them all to make them a sensible size (by default,
the largest ones will be afew tens of pixels). If false, the sizes will be the actual input valuesin
units of pixels.

If auto-scaling is off, then markers will keep exactly the same screen size during pan and zoom
operations; if it's on, then the visible sizes will change according to what other points are
currently plotted.

Marker size is also affected by the scal e parameter.
[Default: t rue]

icmdN = <cmds>  (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter



SUN/256 103

can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <t abl e> (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

scal eN = <factor>  (Double)
Scales the size of variable-sized markers. The default is 1, smaller or larger values multiply the
visible sizes accordingly.

[Default: 1]

shadi ngN = auto|flat|translucent|transparent|density|aux|weighted <shade- paranmsN>
(ShapeMode)
Determines how plotted objects in layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

auto (Section 8.4.1)
flat (Section 8.4.2)
transl ucent (Section 8.4.3)
transparent (Section 8.4.4)
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e density (Section 8.4.5)
* aux (Section 8.4.6)
e weighted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: aut o]

shapeN = open_rectangl e| open_triangle]|... (BasicXYShape)
The available options are:

open_rectangl e
open_triangle
open_triangl e_down
open_di anond
open_el |i pse
filled_rectangle
filled_triangle
filled_triangl e _down
filled_di anond
filled_ ellipse

[Default: open_r ect angl €]

thickN = <int-value>  (Integer)
Controls the line thickness used when drawing shapes. Zero, the default value, means a
1-pixel-wide line is used. Larger values make drawn lines thicker, but note changing this value
will not affect all shapes, for instance filled rectangles contain no line drawings.

[Default: 0]

xsi zeN = <num expr > (String)
Horizontal extent of each marker. Units are pixels unless auto-scaling is in effect, in which
case units are arbitrary.

The value is a numeric algebraic expression based on column names as described in Section
10.

ysi zeN = <num expr > (String)
Vertical extent of each marker. Units are pixels unless auto-scaling is in effect, in which case
units are arbitrary.

The value is a numeric algebraic expression based on column names as described in Section
10.

8.3.4 xyvect or

Plots directed lines from the data position given delta values for the coordinates. The plotted
markers are typically little arrows, but there are other options.

In some cases the supplied data values give the actual extents in data coordinates for the plotted
vectors but sometimes the data is on a different scale or in different units to the positional
coordinates. As a convenience for this case, the plotter can optionally scale the magnitudes of all
the vectors to make them a reasonable size on the plot, so by default the largest ones are a few tens
of pixelslong. This auto-scaling is turned off by default, but it can be activated with the aut oscal e
option. Whether autoscaling is on or off, the scal e option can be used to apply a fixed scaling
factor.

Usage Overview:
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| ayer N=xyvector arrowN=snmal | _arrow nedi umarrow ... thickN=<int-val ue>
scal eN=<f act or> aut oscal eN=true| f al se
shadi ngN=auto| fl at|transl ucent | transparent| density| aux| wei ght ed <shade- par ¢
XNE<num expr > yN=<num expr > xdel t aN=<num expr >
ydel t aN=<num expr > i nN=<t abl e> i f nt N=<i n-f or nmat >
i streamN=true| fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:
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stilts plot2plane | ayerl=xyvector inl=gavo_g2.fits
x1=x yl=y xdel tal=vel X ydeltal=vel Y autoscal el=true thickl=1
xm n=9 xmax=11 ym n=12 ymax=13.5

arrowN = snal | _arrow nediumarrow. .. (MultiPointShape)
How arrows are represented.

The available options are:

smal | _arrow

nmedi um ar r ow

| arge_arrow

smal | _open_dart
nmedi um open_dart

| arge_open_dart
smal | _filled_dart
medium fill ed_dart
large_filled_dart
lines



SUN/256 106
* capped_lines

[Default: smal | _arr ow]

autoscal eN = true|fal se (Boolean)
Determines whether the default size of variable-sized markers like vectors and ellipses are
automatically scaled to have a sensible size. If true, then the sizes of all the plotted markers are
examined, and some dynamically calculated factor is applied to them all to make them a
sensible size (by default, the largest ones will be afew tens of pixels). If false, the sizeswill be
the actual input values interpreted in data coordinates.

If auto-scaling is on, then markers will keep approximately the same screen size during zoom
operations; if it's off, they will keep the same size in data coordinates.

Marker size is also affected by the scal e parameter.
[Default: f al se]

i cmdN = <crds> (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

« AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not all formats can be streamed in this
way.

» A scheme specification of the form : <schene- nane>: <schene- ar gs>.

* A system command line with either a "<" character at the start, or a"| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its

standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreanN = true|false  (Boolean)
If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
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streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

scal eN = <factor> (Double)
Affects the size of variable-sized markers like vectors and ellipses. The default value is 1,
smaller or larger values multiply the visible sizes accordingly.

[Default: 1]

shadi ngN = auto|flat|translucent|transparent|density|aux|wei ghted <shade- paranmsN>
(ShapeMode)
Determines how plotted objectsin layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

auto (Section 8.4.1)

flat (Section 8.4.2)

transl ucent (Section 8.4.3)
transparent (Section 8.4.4)
density (Section 8.4.5)

aux (Section 8.4.6)

wei ghted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: aut o]

thickN = <int-value>  (Integer)
Controls the line thickness used when drawing shapes. Zero, the default value, means a
1-pixel-wide line is used. Larger values make drawn lines thicker, but note changing this value
will not affect all shapes, for instance filled rectangles contain no line drawings.

[Default: 0]

xN = <numexpr>  (String)
Horizontal coordinate.

The value is a numeric algebraic expression based on column names as described in Section
10.

xdel taN = <numexpr>  (String)
Vector component in the X direction.

The value is a numeric algebraic expression based on column names as described in Section
10.

yN = <numexpr>  (String)
Vertical coordinate.

The value is a numeric algebraic expression based on column names as described in Section
10.

ydel taN = <numexpr>  (String)
Vector component inthe Y direction.

The value is a numeric algebraic expression based on column names as described in Section
10.

8.3.5xyerror
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Plots symmetric or asymmetric error bars in some or all of the plot dimensions. The shape of the
error "bars' is quite configurable, including (for 2-d and 3-d errors) ellipses, rectangles etc aligned
with the axes.

Usage Overview:

| ayer N=xyerror errorbarN=none|lines|capped_lines|... thickN=<int-val ue>
shadi ngN=aut o| fl at | transl ucent | t ransparent | densi ty| aux| wei ght ed <shade- par ar
XN=<num expr > yN=<num expr > xerrhi N=<num expr >
xerrl oN=<num expr > yerrhi N=<num expr> yerr| oN=<num expr >
i NN=<t abl e> i fmt N=<in-format> istreanN=true|fal se
i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:

10 B

51&0

0.11

O

0.02 0.05 0.1 0.2 0.5 1
5500

stilts plot2plane i n=J_MNRAS 440 _1571. vot x=S500 y=S160
| ayer 1=mark si zel=5 shapel=fat_circle
| ayer 2=xyerror xerrhi2=e_S500 yerrhi 2=e_S160 errorbar2=capped_| i nes thi ck
x|l og=true yl og=true shadi ng=flat xm n=0.012 xmax=1 ymi n=0.01 ymax=10

errorbarN = none| | i nes| capped_|ines|... (MultiPointShape)
How errorbars are represented.

The available options are:

* none

* lines

* capped_lines
* caps
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arrows

el lipse
crosshair_el lipse
rectangl e
crosshair_rectangl e
filled_ellipse
filled_rectangle

[Default: I'i nes]

i cndN = <crds> (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

* A filename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

shadi ngN = auto|flat|translucent|transparent|density|aux|wei ghted <shade- paranmsN>



SUN/256 110

(ShapeMode)
Determines how plotted objects in layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

auto (Section 8.4.1)

flat (Section 8.4.2)

transl ucent (Section 8.4.3)
transparent (Section 8.4.4)
density (Section 8.4.5)

aux (Section 8.4.6)

wei ghted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: aut o]

thickN = <int-value>  (Integer)
Controls the line thickness used when drawing shapes. Zero, the default value, means a
1-pixel-wide line is used. Larger values make drawn lines thicker, but note changing this value
will not affect all shapes, for instance filled rectangles contain no line drawings.

[Default: 0]

xN = <num expr > (String)
Horizontal coordinate.

The value is a numeric algebraic expression based on column names as described in Section
10.

xerrhi N = <num expr > (String)
Error in the X coordinate in the positive direction. If no corresponding negative error value is
supplied, then this value is also used in the negative direction, i.e. in that case errors are
assumed to be symmetric.

The value is a numeric algebraic expression based on column names as described in Section
10.

xerrl oN = <numexpr>  (String)
Error in the X coordinate in the negative direction. If left blank, it is assumed to take the same
value as the positive error.

The value is a numeric algebraic expression based on column names as described in Section
10.

yN = <numexpr>  (String)
Vertical coordinate.

The value is a numeric algebraic expression based on column names as described in Section
10.

yerrhi N = <numexpr>  (String)
Error in the Y coordinate in the positive direction. If no corresponding negative error value is
supplied, then this value is also used in the negative direction, i.e. in that case errors are
assumed to be symmetric.

The value is a numeric algebraic expression based on column names as described in Section
10.

yerrl oN = <numexpr>  (String)
Error inthe Y coordinate in the negative direction. If left blank, it is assumed to take the same
value as the positive error.
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The value is a numeric algebraic expression based on column names as described in Section
10.

8.3.6 xyel | i pse

Plots an ellipse (or rectangle, triangle, or other similar figure) defined by two principal radii and an
optional angle of rotation, the so-called position angle. This angle, if specified, is in degrees and
gives the angle counterclockwise from the horizontal axisto the first principal radius.

In some cases the supplied data values give the actual extents in data coordinates for the plotted
ellipses but sometimes the data is on a different scale or in different units to the positional
coordinates. As a convenience for this case, the plotter can optionally scale the magnitudes of all
the ellipses to make them a reasonable size on the plot, so by default the largest ones are afew tens
of pixelslong. This auto-scaling is turned off by default, but it can be activated with the aut oscal e

option. Whether autoscaling is on or off, the scal e option can be used to apply a fixed scaling
factor.

Usage Overview:

| ayer N=xyel | i pse el lipseN=el lipse|crosshair_ellipse|... thickN=<int-val ue>
scal eN=<f act or> autoscal eN=true|fal se

shadi ngN=auto| fl at|transl ucent | transparent| density| aux| wei ght ed <shade- pal

XNE<num expr > yN=<num expr > raN=<num expr > r bN=<num expr >
posangN=<deg- expr > i nN=<t abl e> i f nt N=<i n-f or mat >
i streamN=true| fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:
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stilts plot2plane in=ngc_ok.fits x=ngc_al pha_j 2000 y=ngc_del ta_j 2000
ra=bul ge_re/ 3600. rb=bul ge_re*bul ge_e/ 3600. posang=bul ge_pa
aut oscal e=f al se scal e=10 col or =bl ue
| ayer 1=xyel | i pse el lipsel=filled_ellipse shadi ngl=transparent opaquel=4
| ayer 2=xyel | i pse el lipse2=crosshair_ellipse
aspect=1 xm n=181. 3 xmax=181.9

autoscaleN = true|false  (Boolean)
Determines whether the default size of variable-sized markers like vectors and ellipses are
automatically scaled to have a sensible size. If true, then the sizes of al the plotted markers are
examined, and some dynamically calculated factor is applied to them all to make them a
sensible size (by default, the largest ones will be afew tens of pixels). If false, the sizes will be
the actual input values interpreted in data coordinates.

If auto-scaling is on, then markers will keep approximately the same screen size during zoom
operations; if it's off, they will keep the same size in data coordinates.

Marker size is also affected by the scal e parameter.
[Default: f al se]

ellipseN = ellipse|lcrosshair_ellipse|... (MultiPointShape)
How ellipses are represented.

The available options are:

ellipse
crosshair_ellipse
filled_ellipse
rectangl e
crosshair_rectangl e
filled_rectangle
open_triangl e
filled_triangle
lines
capped_Il i nes

arr ows

[Default: el I i pse]

icmdN = <cmds>  (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file filenane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN=<in-format>  (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.
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[Default: (aut o) ]

inN = <tabl e> (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

 AURL.

* The special value "-", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreanN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

posangN = <deg- expr > (String)
Orientation of the ellipse. The value is the angle in degrees from the X axistowardsthe Y axis
of the first principal axis of the ellipse.

The value is a numeric algebraic expression based on column names as described in Section
10.

raN = <num expr > (String)
Ellipsefirst principal radius.

The value is a numeric algebraic expression based on column names as described in Section
10.

rbN = <numexpr>  (String)
Ellipse second principal radius. If this value is blank, the two radii will be assumed equal, i.e.
the ellipses will be circles.

The value is a numeric algebraic expression based on column names as described in Section
10.

scal eN = <factor>  (Double)
Affects the size of variable-sized markers like vectors and ellipses. The default value is 1,
smaller or larger values multiply the visible sizes accordingly.

[Default: 1]

shadi ngN = auto|flat|translucent|transparent|density|aux|wei ghted <shade- paranmsN>
(ShapeMode)
Determines how plotted objects in layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

* auto (Section 8.4.1)
e flat (Section 8.4.2)
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transl ucent (Section 8.4.3)
transparent (Section 8.4.4)
density (Section 8.4.5)

aux (Section 8.4.6)

wei ghted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: aut o]

thickN = <int-value>  (Integer)
Controls the line thickness used when drawing shapes. Zero, the default value, means a
1-pixel-wide line is used. Larger values make drawn lines thicker, but note changing this value
will not affect all shapes, for instance filled rectangles contain no line drawings.

[Default: 0]

xN = <num expr > (String)
Horizontal coordinate.

The value is a numeric algebraic expression based on column names as described in Section
10.

yN = <num expr > (String)
Vertical coordinate.

The value is a numeric algebraic expression based on column names as described in Section
10.

8.3.7 xycorr

Plots an error ellipse (or rectangle or other similar figure) defined by errors in the X and Y
directions, and a correlation between the two errors.

The supplied correlation is a dimensionless value in the range -1..+1 and is equal to the covariance
divided by the product of the X and Y errors. The covariance matrix is thus:

[ xerr*xerr xerr*yerr*xycorr ]
[ xerr*yerr*xycorr yerr*yerr

In some cases the supplied data values give the actual extents in data coordinates for the plotted
ellipses but sometimes the data is on a different scale or in different units to the positional
coordinates. As a convenience for this case, the plotter can optionally scale the magnitudes of all
the ellipses to make them a reasonable size on the plot, so by default the largest ones are a few tens
of pixelslong. This auto-scaling is turned off by default, but it can be activated with the aut oscal e
option. Whether autoscaling is on or off, the scal e option can be used to apply a fixed scaling
factor.

This plot type is suitable for use with the <x>_error and <x>_<y>_corr columnsin the Gaia source
catalogue.

Usage Overview:

| ayer N=xycorr ellipseN=ellipse|lcrosshair_ellipse|... thickN=<int-value>
scal eN=<f act or> autoscal eN=true|fal se
shadi ngN=aut o| fl at | transl ucent | t ranspar ent | densi t y| aux| wei ght ed <shade- par ant
XN=<num expr > yN=<num expr > xerr N=<num expr> yerr N=<num expr >
xycorr N=<num expr > i nN=<t abl e> i f nt N=<i n-f or mat >
i streamN=true| fal se i cndN=<cnds>
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All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:

42
~431
~44]

4 '

451

1 =

B e e e R e o R e

pmoec

pmra

stilts plot2plane in=tgas_source.fits icnd="sel ect skyDi stanceDegrees(ra, dec, 56. 9, 23. 9) <0. ¢
x=pnra y=pndec
| ayer 1=nar k
xerrhi2=pnra_error yerrhi2=pndec_error
col or 2=cyan shadi ng2=t r anspar ent
| ayer 2a=xyerror errorbar2a=fill ed_rectangl e opaque2a=10
| ayer 2b=xyerror errorbar2b=crosshair_rectangl e opaque2b=4
| ayer 3=xycorr autoscal e3=fal se
xerr3=pnra_error yerr3=pndec_error xycorr3=pnra_pndec_corr
el li pse3=crosshair_ellipse
aspect =1
Xxm n=17 xmax=24 ym n=-48 ynmax=-42

autoscaleN = true|false  (Boolean)
Determines whether the default size of variable-sized markers like vectors and ellipses are
automatically scaled to have a sensible size. If true, then the sizes of all the plotted markers are
examined, and some dynamically calculated factor is applied to them all to make them a
sensible size (by default, the largest ones will be afew tens of pixels). If false, the sizeswill be
the actual input values interpreted in data coordinates.

If auto-scaling is on, then markers will keep approximately the same screen size during zoom
operations; if it's off, they will keep the same size in data coordinates.

Marker size is also affected by the scal e parameter.
[Default: f al se]
ellipseN = ellipse|lcrosshair_ellipse|... (MultiPointShape)
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How ellipses are represented.
The available options are:

el lipse
crosshair_el li pse
filled_ellipse
rectangl e
crosshair_rectangl e
filled_rectangle
open_triangl e
filled_triangle
l'i nes
capped_I i nes
arrows

[Default: el i pse]

i cnmdN = <crds> (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

* A filename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)
If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
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more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

scal eN = <factor> (Double)
Affects the size of variable-sized markers like vectors and ellipses. The default value is 1,
smaller or larger values multiply the visible sizes accordingly.

[Default: 1]

shadi ngN = auto|flat|translucent|transparent|density|aux|wei ghted <shade- paranmsN>
(ShapeMode)
Determines how plotted objectsin layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

auto (Section 8.4.1)

flat (Section 8.4.2)

transl ucent (Section 8.4.3)
transparent (Section 8.4.4)
density (Section 8.4.5)

aux (Section 8.4.6)

wei ghted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: aut o]

thickN = <int-value>  (Integer)
Controls the line thickness used when drawing shapes. Zero, the default value, means a
1-pixel-wide line is used. Larger values make drawn lines thicker, but note changing this value
will not affect all shapes, for instance filled rectangles contain no line drawings.

[Default: 0]

xN = <numexpr>  (String)
Horizontal coordinate.

The value is a numeric algebraic expression based on column names as described in Section
10.

xerrN = <numexpr>  (String)
Error in the X coordinate.

The value is a numeric algebraic expression based on column names as described in Section
10.

xycorrN = <numexpr>  (String)
Correlation beteween the errorsin the X and Y directions. Thisis a dimensionless quantity in
the range -1..+1, and is equivalent to the covariance divided by the product of the X and Y
error values themselves. It corresponds to the *_corr values supplied in the Gaia source
catalogue.

The value is a numeric algebraic expression based on column names as described in Section
10.

yN = <numexpr>  (String)
Vertical coordinate.

The value is a numeric algebraic expression based on column names as described in Section
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10.

yerrN = <num expr > (String)
Error inthe Y coordinate.

The value is a numeric algebraic expression based on column names as described in Section
10.

8.3.81ink2
Plots a line linking two positions from the same input table row.

Usage Overview:

| ayer N=l i nk2 t hi ckN=<i nt -val ue>
shadi ngN=aut o| fl at | transl ucent | transpar ent | densi t y| aux| wei ght ed <shade- par ansl
<pos- coor d- parans1N> <pos- coor d- parans2N> | nN=<t abl e>
ifmN=<in-format> istreamN=true|fal se i cmiN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Positional Coordinate Parameters:
The positional coordinates <pos- coor d- par ams 1N> , <pos- coor d- par ams2N> give 2 positions
for each row of the input table. Their form depends on the plot geometry, i.e. which plotting
command is used. For a plane plot (pl ot 2pl ane) the parameters would be x1N, y1N, x2N and
y2N. The coordinate parameter values are in all cases strings interpreted as numeric expressions
based on column names. These can be column names, fixed values or algebraic expressions as
described in Section 10.

Example:
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..u.l' : —" m ut¥ 1 " -.. : = % .ll. L] .. = - i T
EIE P P et ST
I..I. " n 1 - n =
ol L R 4 GELiElDRl\E\M

14786  14.784  14.7582 14.78 14778 14776 14.774

stilts plot2sky clon=14.78 cl at=-72. 1525 radi us=0. 0015 sex=fal se
| ayer _h=mark in_h=ngc346.fits | on_h=_RAJ2000 | at _h=_DEJ2000 col or_h=red
| 'ayer _g=mark in_g=ngc346xCGai adr 1. fits lon_g=ra | at_g=dec col or _g=bl ue shadi
i n_x=ngc346xGaiadr1.fits | onl_x=_RAJ2000 Tat1l x=_DEJ2000 |on2_x=ra | at2_x=c
I ayer _xI =link2 col or x| =forestgreen
| ayer _ annarkz col or _xmegr eenyel | ow si ze an4 shape_xmropen_ C|rcle
seq=_xm _xlI, _g leglabel _h=HST | egl abel _g='Gaia DR1' |egseq=_h, g | egpos:

icmdN = <cmds>  (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'@'. Thus a value of "@il ename" causes the file fil ename to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN=<in-format>  (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your tableisin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter is ignored for
scheme-specified tables.

[Default: (aut o) ]
inN = <table>  (StarTable)
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The location of the input table. This may take one of the following forms:

A filename.

A URL.

The specia value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

A scheme specification of the form : <schene- name>: <schene- ar gs>.

A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreanN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

shadi ngN = auto|flat|translucent|transparent|density|aux|wei ghted <shade- paranmsN>
(ShapeMode)
Determines how plotted objectsin layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

auto (Section 8.4.1)

flat (Section 8.4.2)

transl ucent (Section 8.4.3)
transparent (Section 8.4.4)
density (Section 8.4.5)

aux (Section 8.4.6)

wei ghted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: aut o]

thickN = <int-value>  (Integer)
Controls the line thickness used when drawing point-to-point links. Zero, the default value,
means a 1-pixel-wide line is used, and larger values make drawn lines thicker.

[Default: 0]

8.3.9 mar k2

Plots 2 similar markers of fixed size and shape representing 2 separate positions from the same
input table row. This is a convenience option that can be used with other plot layers based on 2

positions.

Usage Overview:

| ayer N=mar k2 shapeN=filled_circle|open_circle|... sizeN=<pixels>
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shadi ngN=aut o| fl at | transl ucent | t ranspar ent | densi ty| aux| wei ght ed <shade- par ansl

<pos- coor d- parans1N> <pos- coor d- par ans2N> | nN=<t abl e>
i fmN=<in-format> istreamN\=true|fal se i cmiN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Positional Coordinate Parameters:
The positional coordinates <pos- coor d- par ams 1N> , <pos- coor d- par ams2N> give 2 positions
for each row of the input table. Their form depends on the plot geometry, i.e. which plotting
command is used. For a plane plot (pl ot 2pl ane) the parameters would be x1N, y1N, x2N and
y2N. The coordinate parameter values are in all cases strings interpreted as numeric expressions
based on column names. These can be column names, fixed values or algebraic expressions as
described in Section 10.

Example:
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ol E; '.-. : : L ...'.- . ..-:.....-- :E'IE]@-E:'B
14 786 14 784 14 782 1478 14,778 14 776 14,774

stilts plot2sky cI on=14.78 cl at=-72. 1525 radi us=0. 0015 sex=f al se

| ayer _h=mark in_h=ngc346.fits | on_h=_RAJ2000 | at _h=_DEJ2000 col or _h=red
I ayer _g=mark in_g=ngc346xGai adr 1. fits lon_g=ra |l at_g=dec col or _g=bl ue shadi
i n_x=ngc346xGai adr1.fits lonl_x=_RAJ2000 Tat1l x=_DEJ2000 |on2_x=ra | at2_x=(
| ayer x| =link2 col or_x| =greenyel T ow
| ayer _xnmemar k2 col or _xneforest green size xne4 shape_xnropen_circle

seq=_xm x|, _h, g | eglabel _h=HST | egl abel g=' Gaia DRL' |egseq=_h, g | egpos:
i cndN = <crds> (ProcessingStep[])

Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
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The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <t abl e> (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

shadi ngN = auto|flat|translucent|transparent|density|aux|wei ghted <shade- paranmsN>
(ShapeMode)
Determines how plotted objectsin layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

auto (Section 8.4.1)

flat (Section 8.4.2)
translucent (Section 8.4.3)
transparent (Section 8.4.4)
density (Section 8.4.5)

aux (Section 8.4.6)

wei ghted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.
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[Default: aut o]

shapeN = filled circle|open circle|... (Marker Shape)
Sets the shape of markers that are plotted at each position of the scatter plot.

The available options are:

e filled_ circle

* open_circle

* cross

LI

* open_square

* open_di anond

* open_triangle_up

* open_triangl e_down
e fat _circle

e fat _cross

e fat_x

e fat_square

e fat_dianond

e fat_triangle_up

e fat_triangle_up

e filled_square

e filled_dianond

e filled_triangle_up
e filled_triangle_down

[Default: filled_circle]

sizeN = <pixel s>  (Integer)
Size of the scatter plot markers. The unit is pixels, in most cases the marker is approximately
twice the size of the supplied value.

[Default: 1]

8.3.10 pol y4

Draws a closed quadrilateral given the coordinates of its vertices supplied as 4 separate positions.
The way that the polygon is drawn (outline, fill etc) is determined using the pol ynode option.

Polygons smaller than a configurable threshold size in pixels are by default represented by a
replacement marker, so the position of even avery small polygon is still visible on the screen.

Usage Overview:

| ayer N=pol y4 pol ynodeN=out | i ne| border|fill|cross|star thickN=<int-val ue>
m nsi zeN=<pi xel s> mi nshapeN=filled_circle|open_circle|...
shadi ngN=aut o| fl at|transl ucent | transparent | density| aux| wei ght ed <shade- par ansl
<pos- coor d- par ans1N> <pos- coor d- par ans2N> <pos- coor d- par ans3N>
<pos- coor d- parans4N> i nN=<t abl e> i f nt N=<i n-f or mat >
i streamN=true| fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Positional Coor dinate Parameters:
The positiona  coordinates <pos-coord-parans1N> ,  <pos-coord- params2N>
<pos- coor d- par ans3N> , <pos- coor d- par ans4N> give 4 positions for each row of the input
table. Their form depends on the plot geometry, i.e. which plotting command is used. For a
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plane plot (pl ot 2pl ane) the parameters would be x1N, y1N, x2N, y2N, x3N, y3N, x4N and y4N.
The coordinate parameter values are in al cases strings interpreted as numeric expressions
based on column names. These can be column names, fixed values or algebraic expressions as
described in Section 10.

Example:

stilts plot2sky in=big tab VIR VIS CSA public.fits icnmd='every 32
| at 1=LAT_CORNER 1

| at 2=

| at 3=

[

| on1=LON_CORNE
| on2=LON_CORNE
| on3=LON_CORNER _
| on4=LON_CORNER 4
aux=RADI US

| ayer _o=pol y4 pol ynode_o=out | i ne shadi ng_o=aux

| ayer _f=pol y4 polynode f=fill shading_f=aux opaque_f=4

auxmap=r ai nbow auxvi si bl e=f al se xpi x=300 ypi x=300 | abel pos=none

R

R_ LAT_CORNER 2
LAT_CORNER 3

4=LAT_CORNER 4

1 lat
2 |lat
3 lat
at

i cnmdN = <crds> (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
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table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

i NN = <tabl e>

(StarTable)

The location of the input table. This may take one of the following forms:

A filename.
A URL.

The specia value - ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this

way.

A scheme specification of the form : <scheme- name>: <schene- ar gs>.

A system command line with either a "<" character at the start, or a"| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se

(Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This

parameter isignored for scheme-specified tables.

[Default: f al se]

m nshapeN = filled_circle|lopen_circle|..

(Marker Shape)

Defines the shape of markers plotted instead of the actual polygon shape, for polygons that are

smaller than the size threshold defined by ni nsi ze.

The available options are:

filled_circle
open_circle

Cross

X

open_squar e
open_di anond
open_triangl e_up
open_triangl e_down
fat _circle
fat_cross

fat_x

fat_square

fat _di amond
fat_triangle_up
fat_triangle_up
filled_square
filled_di anond
filled_ triangle_up
filled_triangl e_down

[Default: x]
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m nsi zeN = <pixel s>  (Integer)
Defines a threshold size in pixels below which, instead of the polygon defined by the other
parameters, a replacement marker will be painted instead. If thisis set to zero, then only the
shape itself will be plotted, but if it is small it may appear as only a single pixel. By setting a
larger value, you can ensure that the position of even small polygons is easily visible, at the
expense of giving them an artificial shape and size. This value also defines the size of the
replacement markers.

[Default: 1]

pol ymodeN = out |l ine| border|fill|cross|star (PolygonShape)
Polygon drawing mode. Different options are available, including drawing an outline round the
edge and filling the interior with colour.

The available options are:

* outline: drawsalineround the outside of the polygon

* border: drawsaline butting up to the outside of the polygon; may look better for adjacent
shapes, but more expensive to draw

o fill:fillstheinterior of the polygon

* cross: drawsalineround the outside of the polygon and lines between all the vertices

» star: draws aline round the outside of the polygon and lines from the nominal center to
each vertex

[Default: out | i ne]

shadi ngN = auto|flat|translucent|transparent|density|aux|weighted <shade- paranmsN>
(ShapeMode)
Determines how plotted objectsin layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

auto (Section 8.4.1)

flat (Section 8.4.2)
translucent (Section 8.4.3)
transparent (Section 8.4.4)
density (Section 8.4.5)

aux (Section 8.4.6)

wei ghted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: aut o]

thi ckN = <int-value>  (Integer)
Controls the line thickness used when drawing polygons. Zero, the default value, means a
1-pixel-wide line is used. Larger values make drawn lines thicker, but note changing this value
will not affect all shapes, for instance filled polygons contain no line drawings.

[Default: 0]

8.3.11 mark4

Plots 4 similar markers of fixed size and shape representing 4 separate positions from the same
input table row. This is a convenience option that can be used with other plot layers based on 4
positions.

Usage Overview:
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| ayer N=nar k4 shapeN=filled_circle|open_circle|... sizeN=<pixel s>
shadi ngN=aut o] fl at | transl ucent | t ranspar ent | densi ty| aux| wei ght ed <shade- par ansl
<pos- coor d- parans1N> <pos- coor d- par ans2N> <pos- coor d- par ans3N>
<pos- coor d- par ans4N> i nN=<t abl e> i f nt N=<i n-f or mat >
i streamN=true| fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Positional Coordinate Parameters:

The positional  coordinates <pos-coord-params1IN> ,  <pos-coord-parans2N>
<pos- coor d- par ams3N> , <pos- coor d- par ams4N> give 4 positions for each row of the input
table. Their form depends on the plot geometry, i.e. which plotting command is used. For a
plane plot (pl ot 2pl ane) the parameters would be x1N, y1N, x2N, y2N, x3N, y3N, x4N and y4N.
The coordinate parameter values are in all cases strings interpreted as numeric expressions
based on column names. These can be column names, fixed values or algebraic expressions as
described in Section 10.

Example:
PRy
Dogo e -::-@"3'(:1 o
—20 Lol i 'i:"::':'c'
oDy o oo g e
305 o a0 S
e R e R a]
oo
Sl o o o
-309 DD oD o
A s,
a0
oo
o Q s
g 4011 D-::-OGGO T8 o
- o T o oo
o l:l':'.:,':l
@r::
] &
S0 _— o
oo o
o
-E0
"'I"'"""I""""QI""""'I'""""I""""'I""""'I
250 2E0 270 280 240 200 210
*

stilts plot2plane in=big tab VIR VIS CSA public.fits
i cnd="sel ect | OF_055<0. 005’
i cnd=' sel ect | on_center>250&& on_cent er <300&&l at _cent er >- 65&&l at _cent er <-
x1=LON_CORNER 1 y1=LAT CORNER 1
x2=LON_CORNER_2 y2=LAT_CORNER_2
x3=LON_CORNER 3 y3=LAT_CORNER 3
x4=LON_CORNER_4 y4=LAT_CORNER 4
| ayer _g=pol y4 pol ynode_q=fill shadi ng_qg=transparent opaque_qg=4
| ayer _memar k4 col or _mr404040 shape_mropen_circle size_ne3
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i cnmdN = <crds> (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

* A filename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

shadi ngN = auto|flat|translucent|transparent|density|aux|weighted <shade- paranmsN>
(ShapeMode)
Determines how plotted objects in layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

auto (Section 8.4.1)

flat (Section 8.4.2)

transl ucent (Section 8.4.3)
transparent (Section 8.4.4)
density (Section 8.4.5)
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* aux (Section 8.4.6)
* weighted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: aut o]

shapeN = filled circle|open circle|... (MarkerShape)
Sets the shape of markers that are plotted at each position of the scatter plot.

The available options are:

e filled_ circle

* open_circle

®* cross

LI

* open_square

* open_di anond

* open_triangle_up

* open_triangl e_down
e fat _circle

e fat _cross

e fat _x

e fat_square

e fat_dianond

e fat_triangle_up

e fat_triangle_up

e filled_square

e filled_dianond

e filled_triangle_up
e filled_triangle_down

[Default: filled_circle]

sizeN = <pixel s>  (Integer)
Size of the scatter plot markers. The unit is pixels, in most cases the marker is approximately
twice the size of the supplied value.

[Default: 1]

8.3.12 pol ygon

Draws a closed polygon given an array of coordinates that define its vertices. In fact this plot
requires the position of the first vertex supplied as a positional value in the usual way (e.g. x and Y
coordinates) and the second, third etc vertices supplied as an array using the ot her points
parameter.

Invocation might therefore look like "xN=x1 yN=yl ot herpointsN=array(x2,y2, x3,y3,
x4,y4)".

Usage Overview:

| ayer N=pol ygon useposN=true|fal se pol ynodeN=out | i ne| border|fill]|cross|star
t hi ckN=<i nt - val ue>
shadi ngN=aut o| fl at |t ransl ucent | transparent | densi ty| aux| wei ght ed <shade- par ar
<pos- coor d- par ansN> ot her poi nt sN=<array- expr> i nN=<t abl e>
ifntN=<in-format> i streanN=true|fal se i cndN=<cnds>
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All the parameters listed here affect only the relevant layer, identified by the suffix N.

Positional Coordinate Par ameters:

130

The positional coordinates <pos- coor d- par amsN> give a position for each row of the input
table. Their form depends on the plot geometry, i.e. which plotting command is used. For a
plane plot (p! ot 2pl ane) the parameters would be xN and yN. The coordinate parameter values
arein all cases strings interpreted as numeric expressions based on column names. These can
be column names, fixed values or algebraic expressions as described in Section 10.

Example:
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stilts plot2sky in=big tab VIR VIS CSA public.fits
i cmd="sel ect ALTI TUDE>4e4&&ALTI TUDE<4. 3e4'
| ayer =pol ygon pol ynode=fill
| on=LON_CENTER | at =LAT_CENTER

ot her poi nts=array(l on_corner_1,1 at_corner_1,lon_corner_2,|at_corner_2)

shadi ng=wei ght ed” wei ght = R TEMPERATURE auxnap=pl asnma
cl on=83 cl at =34 radi us=11

icmdN = <cmds>  (ProcessingStep[])

Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'@'. Thus a value of "@il ename" causes the file fil ename to be read for a list of filter
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commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <t abl e> (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give thei f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

ot her poi nt sN = <array- expr> (String)
Array of coordinates giving the points of the vertices defining the polygon to be drawn. These
coordinates are given as an interleaved array by this parameter, e.g. (x1,y1, x2,y2, y3,y3). The
basic position for the row being plotted either is or is not included as the first vertex, according
to the setting of the usepos parameter.

Some expression language functions that can be useful when specifying this parameter are
array() and par seDoubl es().

The value is an array-valued algebraic expression based on column names as described in
Section 10. Some of the functionsin the Arrays class may be useful here.

pol ynodeN = outline| border|fill]|cross|star (PolygonShape)
Polygon drawing mode. Different options are available, including drawing an outline round the
edge and filling the interior with colour.

The available options are:

* outline: drawsalineround the outside of the polygon

* border: drawsaline butting up to the outside of the polygon; may look better for adjacent
shapes, but more expensive to draw

o fill:fillstheinterior of the polygon
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* cross: drawsalineround the outside of the polygon and lines between all the vertices
» star: draws aline round the outside of the polygon and lines from the nominal center to
each vertex

[Default: out I i ne]

shadi ngN = auto| flat|transl ucent|transparent]|density|aux|wei ghted <shade- paransN>
(ShapeMode)
Determines how plotted objectsin layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

auto (Section 8.4.1)

flat (Section 8.4.2)

transl ucent (Section 8.4.3)
transparent (Section 8.4.4)
density (Section 8.4.5)

aux (Section 8.4.6)

wei ghted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: aut o]

thickN = <int-value>  (Integer)
Controls the line thickness used when drawing polygons. Zero, the default value, means a
1-pixel-wide line is used. Larger values make drawn lines thicker, but note changing this value
will not affect all shapes, for instance filled polygons contain no line drawings.

[Default: 0]

useposN = true|false  (Boolean)
Determines whether the basic positional coordinates are included as one of the polygon
vertices or not. The polygon has N+1 vertices if true, or N vertices if false, where N is the
number of vertices supplied by the array coordinate. If false, the basic position is ignored for
the purposes of drawing the polygon.

[Default: t rue]

8.3.13 area

Plots a region on the plotting surface specified by a string or array of numbers. The area may be
specified as an STC-S string (as for example in an ObsCore or EPN-TAP s_r egi on column) or
using an array of numbers representing a polygon, circle or point as flagged using the
DALI/VOTable extended type (xtype) marker, or as an ASCII-encoded MOC.

Areas smaller than a configurable threshold size in pixels are by default represented by a
replacement marker, so the position of even avery small areais till visible on the screen.

This plot type is generally intended for displaying relatively small shapes such as instrument
footprints. It can be used for areas that are larger as well, but there may be issues with use, for
instance auto-determination of the initial plot region may not work so well, and the rendering of
shapes that are large relative to the sky may be inaccurate. These issues may be addressed in future
releases.

Usage Overview:

| ayer N=ar ea pol ynodeN=out|ine|border|fill|cross|star thickN=<int-val ue>
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m nsi zeN=<pi xel s> m nshapeN=filled_circle|lopen_circle|..

shadi ngN=aut o| fl at | transl ucent |t ranspar ent | densi t y| aux| wei ght ed <shade- par ans\:
ar eaN=<ar ea- expr >

ar eat ypeN=STC- S| POLYGON| CI RCLE| PO NT| MOC- ASCI | | UNI Q i nN=<t abl e>

i fmN=<in-format> istreamN=true|fal se i cmdN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:

. o
1
i

7<‘J\V
=

245 250 255

stilts plot2sky reflectlon=fal se sex=fal se cl on=348.9 cl at=79.8 radi us=1.0
in=crismfits icnd="sel ect sensor i d==0x4c'
area_p=s_region areatype_p=stc-s
| ayer _pf=area pol ynode_pf=fill col or_pf=1199ff shadi ng_pf=transparent
| ayer _pl =area pol ynode_pl =out | i ne col or_pl =grey

areaN = <area-expr>  (String)
Expression giving the geometry of a 2D region on the plot. It may be a string- or array-valued
expression, and its interpretation depends on the value of the corresponding areatype
parameter.

Thevaueis aAreavaue algebraic expression based on column names as described in Section
10.

areat ypeN = STC- S| POLYGON| Cl RCLE| PO NT| MOC-ASCI | |UNIQ  (AreaMapper)
Selects the form in which the Area value for parameter ar eaN is supplied. Options are:

e STC S Region description using STC-S syntax; see TAP 1.0, section 6. Note there are
some restrictions. <frame>, <refpos> and <flavor> metadata are ignored, polygon
winding direction isignored (small polygons are assumed) and the | NTERSECTI ON and NOT
constructions are not supported. The non-standard MoC construction is supported.
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*  POLYGON: 2n-element array (x1,y1, x2,y2,...); @ NaN,NaN pair can be used to delimit distinct
polygons.

* CIRCLE: 3-element array (x,y,r)

* PO NT: 2-element array (x,y)

* MOC-ASCl | : Region description using ASCII MOC syntax; see MOC 1.1 2.3.2. Note there
are currently afew issues with MOC plotting, especially for large pixels.

* UNQ Region description representing a single HEALPix cell as defined by an UNIQ
value, see MOC 1.1 sec 2.3.1.

If left blank, a guess will be taken depending on the data type of the value supplied for the
ar eaN value.

i cnmdN = <crds> (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

* A filename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]
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m nshapeN = filled_circle|open_circle|..

135
(Marker Shape)

Defines the shape of markers plotted instead of the actual polygon shape, for polygons that are

smaller than the size threshold defined by ni nsi ze.

The available options are:

filled circle
open_circle

Cross

X

open_squar e
open_di anond
open_triangl e_up
open_triangl e_down
fat_circle
fat_cross

fat_x

fat_square

fat_di anond

fat _triangle_up
fat_triangle_up
filled_square
filled_di anond
filled_triangle_up

filled_triangl e _down

[Default: x]

nm nsi zeN = <pi xel s>

(Integer)

Defines a threshold size in pixels below which, instead of the polygon defined by the other
parameters, a replacement marker will be painted instead. If thisis set to zero, then only the
shape itself will be plotted, but if it is small it may appear as only a single pixel. By setting a
larger value, you can ensure that the position of even small polygons is easily visible, at the
expense of giving them an artificial shape and size. This value aso defines the size of the
replacement markers.

[Default: 1]

pol ynodeN = outline| border|fill]|cross|star

(PolygonShape)

Polygon drawing mode. Different options are available, including drawing an outline round the

edge and filling the interior with colour.

The available options are:

out | i ne: draws aline round the outside of the polygon
bor der : draws a line butting up to the outside of the polygon; may look better for adjacent

shapes, but more expensive to draw
fill:fillstheinterior of the polygon

cross: draws aline round the outside of the polygon and lines between all the vertices
st ar : draws aline round the outside of the polygon and lines from the nominal center to

each vertex

[Default: out | i ne]

shadi ngN = auto| flat|translucent|transparent|density|aux|wei ghted <shade- paranmsN>
(ShapeMode)
Determines how plotted objects in layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:
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auto (Section 8.4.1)

flat (Section 8.4.2)

transl ucent (Section 8.4.3)
transparent (Section 8.4.4)
density (Section 8.4.5)

aux (Section 8.4.6)

wei ghted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: aut o]

thickN = <int-value>  (Integer)
Controls the line thickness used when drawing polygons. Zero, the default value, means a
1-pixel-wide line is used. Larger values make drawn lines thicker, but note changing this value
will not affect all shapes, for instance filled polygons contain no line drawings.

[Default: 0]

8.3.14 central

Plots the nominal central point of an area. This appears just like a normal marker plot, but can be
used when the available geometry information is an area description (such as an STC-S string or an
array of polygon vertices) rather than coordinate values such as an X,Y pair. The position plotted is
the nominal center of the shape as determined by the plotting code; that may or may not correspond
to the actual center.

Usage Overview:

| ayer N=central shapeN=filled_circle|open_circle|... sizeN=<pixels>
shadi ngN=aut o| f1 at | transl ucent | transpar ent | densi t y| aux| wei ght ed <shade- par ar
ar eaN=<ar ea- expr>
ar eat ypeN=STC- S| POLYGON| Cl RCLE| PO NT| MOC- ASCI | | UNI Q
i NN=<tabl e> i fnt N=<in-format> istreanN=true|false
i cnmdN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:
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stilts plot2plane xm n=136.7 xmax=138.5 ym n=-5.7 ymax=-4.2
in=crismfits icnmd="sel ect sensor_i d==0x53
area=s_regi on areatype=STC- S
| ayer 1=area pol ynmodel=fill shadi ngl=density densenmapl=heat
| ayer 2=central shape2=fat_circle size2=3 col or2=bl ack

areaN = <area-expr>  (String)
Expression giving the geometry of a 2D region on the plot. It may be a string- or array-valued
expression, and its interpretation depends on the value of the corresponding areatype
parameter.

The valueis a Areavalue algebraic expression based on column names as described in Section
10.

areat ypeN = STG S| POLYGON| Cl RCLE| PO NT| MOC-ASCI | |UNIQ  (AreaMapper)
Selects the form in which the Area value for parameter ar eaN is supplied. Options are:

* STC S: Region description using STC-S syntax; see TAP 1.0, section 6. Note there are
some restrictions: <frame>, <refpos> and <flavor> metadata are ignored, polygon
winding direction isignored (small polygons are assumed) and the | NTERSECTI ON and NOT
constructions are not supported. The non-standard MocC construction is supported.

*  POLYGON: 2n-element array (x1,y1, x2,y2,...); @ NaN,NaN pair can be used to delimit distinct
polygons.

* ClRCLE: 3-element array (x,y,r)

* PO NT: 2-element array (x,y)

* MOC-ASCl | : Region description using ASCII MOC syntax; see MOC 1.1 2.3.2. Note there
are currently afew issues with MOC plotting, especially for large pixels.

* UNQ Region description representing a single HEALPix cell as defined by an UNIQ
value, see MOC 1.1 sec 2.3.1.

If left blank, a guess will be taken depending on the data type of the value supplied for the
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ar eaN value.

i cndN = <crds> (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

* A filename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

shadi ngN = auto|flat|translucent|transparent|density|aux|weighted <shade- paranmsN>
(ShapeMode)
Determines how plotted objects in layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

* auto (Section 8.4.1)
e flat (Section 8.4.2)
* translucent (Section 8.4.3)
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* transparent (Section 8.4.4)
e density (Section 8.4.5)

* aux (Section 8.4.6)

* weighted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: aut o]

shapeN = filled circle|open circle|... (Marker Shape)
Sets the shape of markers that are plotted at each position of the scatter plot.

The available options are:

e filled_ circle

* open_circle

®* cross

LI

* open_square

* open_di anond

* open_triangle_up

* open_triangl e_down
e fat _circle

e fat _cross

e fat _x

e fat_square

e fat_dianond

e fat_triangle_up

e fat_triangle_up

e filled_square

e filled_dianond

e filled_triangle_up
e filled_triangle_down

[Default: filled_circle]

sizeN = <pixel s>  (Integer)
Size of the scatter plot markers. The unit is pixels, in most cases the marker is approximately
twice the size of the supplied value.

[Default: 1]

8.3.151i nes

Plots an N-segment line for each input row, with the X and Y coordinate arrays each supplied by an
N-element array value.

Usage Overview:

| ayer N=l i nes t hi ckN=<pi xel s> dashN=dot | dash|...|<a,b,...>
antialiasN=true|fal se
shadi ngN=aut o| fl at|transl ucent | transparent| density| aux| wei ght ed <shade- par ansl
xsN=<array-expr> ysN=<array-expr> i nN=<t abl e> i f mt N=<i n-f or mat >
i streamN=true| fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:
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stilts plot2plane i n1=LRS_NPW V010_20071101. cdf
I ayer 1=li nes xs=nul ti pl y( paransfrequency, le-6) x| abel =f/ M1z ys=RX1 t hi ck:
shadi ng=aux aux=Epoch auxmap=sron
i cmd="every 100" xm n=13 xmax=16 xpi x=660 auxvi si bl e=f al se

antialiasN = true|false  (Boolean)
If true, plotted lines are drawn with antialising. Antialised lines look smoother, but may take
perceptibly longer to draw. Only has any effect for bitmapped output formats.

[Default: f al se]

dashN = dot|dash|...|<a,b,...>  (float[])
Determines the dash pattern of the line drawn. If null (the default), the line is solid.

Possible values for dashed lines are dot, dash, | ongdash, dotdash. You can aternatively
supply acommarseparated list of on/off length values such as "4, 2, 8, 2".

icmdN = <cmds>  (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is

performed on the table.

Commands may alteratively be supplied in an external file, by using the indirection character
'@'. Thus a value of "@il ename" causes the file fil ename to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN=<in-format>  (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. Thisflag can be used if you know what format your tableisin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter is ignored for
scheme-specified tables.

[Default: (aut o) ]
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inN = <tabl e> (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

 AURL.

* The special value "-", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreanN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

shadi ngN = auto|flat|translucent|transparent|density|aux|weighted <shade- paranmsN>
(ShapeMode)
Determines how plotted objects in layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

auto (Section 8.4.1)

flat (Section 8.4.2)
translucent (Section 8.4.3)
transparent (Section 8.4.4)
density (Section 8.4.5)

aux (Section 8.4.6)

wei ghted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: aut o]

thi ckN = <pi xel s>  (Integer)
Thickness of plotted line in pixels.

[Default: 1]

xsN = <array-expr>  (String)
Array giving the X coordinate array for each line. In most cases, if a blank value is supplied
but Y values are present then a suitable linear sequence, of the same length asthe Y array, is
assumed.

The value is an array-valued algebraic expression based on column names as described in
Section 10. Some of the functionsin the Arrays class may be useful here.

ysN = <array-expr>  (String)
Array giving the Y coordinate array for each line. In most cases, if a blank value is supplied
but X values are present then a suitable linear sequence, of the same length as the X array, is
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assumed.

The value is an array-valued algebraic expression based on column names as described in
Section 10. Some of the functionsin the Arrays class may be useful here.

8.3.16 nar ks

Plots N markers for each input row, with the X and Y coordinate values each supplied by an
N-element array value.

Usage Overview:

| ayer N=mar ks shapeN=filled_circle|open_circle|... sizeN=<pixel s>
shadi ngN=aut o] fl at | transl ucent | t ranspar ent | densi ty| aux| wei ght ed <shade- par ansl
XxsN=<array- expr> ysN=<array-expr> i nN=<t abl e> i f nt N=<i n-f or mat >
i streanN=true| fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:
~1507
3
~1607 i &
3 R/

1.2087 1.3587 1.4087 1.4587 1.50e7 1.55e7 1.60e7
¥

stilts plot2plane i n=LRS_NPW V010_20071101. cdf xs=par antfrequency ys=RX2
| ayer 1=l i nes shadi ngl=density densemapl=greyscal e densecli pl=0.2,0.7
| ayer 2=mar ks shadi ng2=wei ght ed wei ght 2=epoch shape2=filled_tri angl e_down
xm n=13e6 xmax=16e6 xpi x=660 i cnd="head 50' auxmap=sron auxvi si bl e=fal se

icmdN = <cmds>  (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an external file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
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commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <t abl e> (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give thei f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

shadi ngN = auto|flat|translucent|transparent|density|aux|wei ghted <shade- paranmsN>
(ShapeMode)
Determines how plotted objectsin layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

auto (Section 8.4.1)

flat (Section 8.4.2)
translucent (Section 8.4.3)
transparent (Section 8.4.4)
density (Section 8.4.5)

aux (Section 8.4.6)

wei ghted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: aut o]

shapeN = filled_circle|open_circle|... (Marker Shape)
Sets the shape of markers that are plotted at each position of the scatter plot.
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The available options are:

e filled_circle

* open_circle

* cross

* X

* open_square

* open_di anond

* open_triangle_up

* open_triangl e_down
e fat _circle

e fat_cross

e fat_x

e fat_square

e fat_dianond

e fat_triangle_up

e fat_triangle_up

e filled_square

e filled_dianond

e filled_triangle_up
e filled_triangle_down

[Default: filled_circle]

sizeN = <pixel s>  (Integer)
Size of the scatter plot markers. The unit is pixels, in most cases the marker is approximately
twice the size of the supplied value.

[Default: 1]

xsN = <array-expr> (String)
Array giving the X coordinate array for each line. In most cases, if a blank value is supplied
but Y values are present then a suitable linear sequence, of the same length asthe Y array, is
assumed.

The value is an array-valued algebraic expression based on column names as described in
Section 10. Some of the functionsin the Arrays class may be useful here.

ysN = <array-expr> (String)
Array giving the Y coordinate array for each line. In most cases, if a blank value is supplied
but X values are present then a suitable linear sequence, of the same length as the X array, is
assumed.

The value is an array-valued algebraic expression based on column names as described in
Section 10. Some of the functionsin the Arrays class may be useful here.

83.17 yerrors

Plots N error bars in the Y direction for each input row, with the X, Y and error bar extents each
supplied by N-element array values.

Usage Overview:

| ayer N=yerrors errorbarN=none| |l i nes| capped_| i nes| caps| arrows
t hi ckN=<i nt - val ue>
shadi ngN=aut o| fl at |t ransl ucent | transparent| density| aux| wei ght ed <shade- par ar
xsN=<array-expr> ysN=<array-expr> yerrhi sN=<array-expr>
yerrl osN=<array-expr> i nN=<t abl e> i f nt N=<i n-f or mat >
i streanN=true| fal se i cndN=<cnds>
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All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:
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stilts plot2plane i n=LRS_NPW V010_20071101. cdf
shadi ng=aux aux=epoch
xs=di vi de( 2. 998e8, par ansFr equency) ys=mnul ti pl y(add(RX1, RX2), 0. 5)
| ayer | =lines thick_|=2
| ayer _e=yerrors yerrhis_e=arrayFunc("abs(x)", subtract (RX1, RX2)) errorbar_
auxmap=pai red auxvi si bl e=f al se
xm n=116 xmax=161 ym n=-184 ymax=-148 xpi x=660 ypi x=300 i cnd="every 1000
x| abel =l anbda yl abel =I ntensity

errorbarN = none| | i nes| capped_| i nes| caps| ar r ows (MultiPointShape)
How errorbars are represented.

The available options are:

none

l'i nes
capped_Il i nes
caps

arrows

[Default: Ii nes]

icmdN = <cmds>  (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an external file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmtN = <in-format>  (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
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listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <tabl e> (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreanN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

shadi ngN = auto|flat|translucent|transparent|density|aux|weighted <shade- paranmsN>
(ShapeMode)
Determines how plotted objectsin layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

auto (Section 8.4.1)

flat (Section 8.4.2)
translucent (Section 8.4.3)
transparent (Section 8.4.4)
density (Section 8.4.5)

aux (Section 8.4.6)

wei ghted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: aut o]

thi ckN = <int-value>  (Integer)
Controls the line thickness used when drawing shapes. Zero, the default value, means a
1-pixel-wide line is used. Larger values make drawn lines thicker, but note changing this value
will not affect all shapes, for instance filled rectangles contain no line drawings.

[Default: 0]
xsN = <array-expr>  (String)
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Array giving the X coordinate array for each line. In most cases, if a blank value is supplied
but Y values are present then a suitable linear sequence, of the same length asthe Y array, is
assumed.

The value is an array-valued algebraic expression based on column names as described in
Section 10. Some of the functionsin the Arrays class may be useful here.

yerrhi sN = <array- expr > (String)
Array of errors in the Y coordinates in the positive direction. If no corresponding negative
value is supplied, then this value is also used in the negative direction, i.e. in that case errors
are assumed to be symmetric. Error exents must be positive; negative array elements are
ignored.

The value is an array-valued algebraic expression based on column names as described in
Section 10. Some of the functionsin the Arrays class may be useful here.

yerrl osN = <array- expr> (String)
Array of errorsinthe Y coordinates in the negative direction. If left blank, it is assumed to take
the same value as in the positive direction. Error extents must be positive; negative array
elements are ignored.

The value is an array-valued algebraic expression based on column names as described in
Section 10. Some of the functionsin the Arrays class may be useful here.

ysN = <array-expr> (String)
Array giving the Y coordinate array for each line. In most cases, if a blank value is supplied
but X values are present then a suitable linear sequence, of the same length as the X array, is
assumed.

The value is an array-valued algebraic expression based on column names as described in
Section 10. Some of the functionsin the Arrays class may be useful here.

8.3.18 xyerrors

Plots N error barsin the X and Y directions for each input row, with the X, Y and error bar extents
each supplied by N-element array values.

Usage Overview:

| ayer N=xyerrors errorbarN=none|lines|capped_lines|... thickN=<int-value>
shadi ngN=aut o| f| at | transl ucent | t ranspar ent | densi t y| aux| wei ght ed <shade- par
XsN=<array- expr> ysN=<array-expr> xerrhi sN=<array-expr>
xerrl osN=<array-expr> yerrhi sN=<array-expr>
yerrl osN=<array-expr> i nN=<t abl e> i f nt N=<i n-f or mat >
i streanN=true| fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:
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stilts plot2plane i n=LRS_NPW V010_20071101. cdf ys=RX1
shadi ng=aux aux=epoch
| ayer _| =l'i nes opaque_| =1
| ayer _xy=xyerrors opaque_xy=3.3 errorbar_xy=crosshair_ellipse
xerrhis_xy=constant (512,0.5) yerrhis_xy=arrayFunc("abs(x)", subtract (RX1, |
xm n=125 xnmax=144 ym n=-184 ymax=- 145 xpi x=660 i cnd="every 1000
auxmap=viridi s auxvi si bl e=f al se

errorbarN = none| |l i nes| capped_|ines|... (MultiPointShape)
How errorbars are represented.

The available options are:

* none

e lines

* capped_lines
* caps

* arrows

e ellipse

* crosshair_ellipse

* rectangle

* crosshair_rectangle
e filled_ellipse

e filled_rectangle

[Default: I'i nes]

i cnmdN = <crds> (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
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and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <t abl e> (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give thei f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

shadi ngN = auto| flat|translucent|transparent]|density|aux| wei ghted <shade- paranmsN>
(ShapeMode)
Determines how plotted objects in layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

auto (Section 8.4.1)

flat (Section 8.4.2)
translucent (Section 8.4.3)
transparent (Section 8.4.4)
density (Section 8.4.5)

aux (Section 8.4.6)

wei ghted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: aut o]

thi ckN = <int-value>  (Integer)
Controls the line thickness used when drawing shapes. Zero, the default value, means a
1-pixel-wide line is used. Larger values make drawn lines thicker, but note changing this value
will not affect all shapes, for instance filled rectangles contain no line drawings.
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[Default: 0]

xerrhi sN = <array- expr > (String)
Array of errors in the X coordinates in the positive direction. If no corresponding negative
value is supplied, then this value is also used in the negative direction, i.e. in that case errors
are assumed to be symmetric. Error exents must be positive; negative array elements are
ignored.

The value is an array-valued algebraic expression based on column names as described in
Section 10. Some of the functionsin the Arrays class may be useful here.

xerrl osN = <array- expr > (String)
Array of errorsin the X coordinates in the negative direction. If left blank, it is assumed to take
the same value as in the positive direction. Error extents must be positive; negative array
elements are ignored.

The value is an array-valued algebraic expression based on column names as described in
Section 10. Some of the functionsin the Arrays class may be useful here.

xsN = <array-expr> (String)
Array giving the X coordinate array for each line. In most cases, if a blank value is supplied
but Y values are present then a suitable linear sequence, of the same length asthe Y array, is
assumed.

The value is an array-valued algebraic expression based on column names as described in
Section 10. Some of the functionsin the Arrays class may be useful here.

yerrhi sN = <array- expr > (String)
Array of errors in the Y coordinates in the positive direction. If no corresponding negative
value is supplied, then this value is also used in the negative direction, i.e. in that case errors
are assumed to be symmetric. Error exents must be positive; negative array elements are
ignored.

The value is an array-valued algebraic expression based on column names as described in
Section 10. Some of the functionsin the Arrays class may be useful here.

yerrlosN = <array-expr>  (String)
Array of errorsinthe Y coordinates in the negative direction. If left blank, it is assumed to take
the same value as in the positive direction. Error extents must be positive; negative array
elements are ignored.

The value is an array-valued algebraic expression based on column names as described in
Section 10. Some of the functionsin the Arrays class may be useful here.

ysN = <array-expr>  (String)
Array giving the Y coordinate array for each line. In most cases, if a blank value is supplied
but X values are present then a suitable linear sequence, of the same length as the X array, is
assumed.

The value is an array-valued algebraic expression based on column names as described in
Section 10. Some of the functionsin the Arrays class may be useful here.

8.3.19statline

Plots a single line based on a combination (typically the mean) of input array-valued coordinates.
The input X and Y coordinates must be fixed-length arrays of length N; a line with N points is
plotted, each point representing the mean (or median, minimum, maximum, ...) of al the input array
elements at the corresponding position.

Note that because the X and Y arrays must be of a fixed size for all rows, and because combination
is performed in both X and Y directions, thisistypically only suitable for plotting combined spectra
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if they all share a common horizontal axis, e.g. are all sampled into the same wavelength bins. To
visually combine spectra with non-uniform sampling, the arrayquantile plotter may be more useful.

Usage Overview:

| ayer N=stat | i ne xconbi neN=nean| nedi an| m n| nax| gq. 01] . ..
yconbi neN=nean| medi an| ni n| max| g. 01| . ..
col or N=<rrggbb>| red| bl ue| ... thickN=<pi xel s>
antialiasN=true|fal se xsN=<array-expr> ysN=<array-expr>
i NN=<t abl e> i fnmt N=<in-format> istreanN=true|fal se
i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Im

Example:

Fx2 fdB
m
=~
o

| ﬁgag.ﬂéﬁﬁﬁbﬂh ﬂk‘$

-180

-190
07 o0& o0 10 11 12 12 14 15 16 17 18 18 20
fiMHz

stilts plot2plane i n=LRS_NPW V010_20071101. cdf xs=mul ti pl y(paran®frequency, le-6) ys=RX2
x| abel =f/ Mz yl abel =RX2/ dB xmi n=0. 7 xmax=2.0 i cnd="sel ect rx2[71]<-170
| ayer 1=l i nes col or1=cyan
| ayer2=statline col or2=red thick2=3

antialiasN = true|false  (Boolean)
If true, plotted lines are drawn with antialising. Antialised lines look smoother, but may take
perceptibly longer to draw. Only has any effect for bitmapped output formats.

[Default: f al se]

col orN = <rrggbb>| red| bl ue] . .. (Color)
The color of plotted data, given by name or as a hexadecimal RGB value.

The standard plotting colour names are r ed, bl ue, gr een, gr ey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBl ue to Yel |l owG een, listed e.g. in the Extended color
keywords section of the CSS3 standard.

Alternatively, a six-digit hexadecima number RRGGBB may be supplied, optionaly prefixed
by "#" or "ox", giving red, green and blue intensities, e.qg. "f f 00f f ", "#f f 00f f " Or "0xf f 00f f "
for magenta.
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[Default: r ed]

i cndN = <crds> (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

* A filename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

thi ckN = <pi xel s>  (Integer)
Thickness of plotted line in pixels.

[Default: 3]

xconbi neN = nean| nedi an| m n| max| g. 01| . . . (Combiner)
Defines how corresponding array elements on the X axis are combined together to produce the
plotted value.

The available options are:
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mean: the mean of the combined values

medi an: the median

mi n: the minimum of all the combined values

max: the maximum of all the combined values

g. 01: 1st percentile

ql: first quartile

g3: third quartile

g. 99: 99th percentile

st dev: the sample standard deviation of the combined values
suni the sum of all the combined values per bin

count : the number of non-blank values per bin (weight isignored)

[Default: nmean]

xsN = <array-expr> (String)
Array giving the X coordinate array for each line. In most cases, if a blank value is supplied
but Y values are present then a suitable linear sequence, of the same length asthe Y array, is
assumed.

The value is an array-valued algebraic expression based on column names as described in

Secti

on 10. Some of the functionsin the Arrays class may be useful here.

yconbi neN = nean| nedi an| m n| nax| q. 01| . . . (Combiner)
Defines how corresponding array elements on the Y axis are combined together to produce the
plotted value.

The available options are:

mean: the mean of the combined values

medi an: the median

mi n: the minimum of all the combined values

max: the maximum of all the combined values

g. 01: 1st percentile

ql: first quartile

g3: third quartile

g. 99: 99th percentile

st dev: the sample standard deviation of the combined values
suni the sum of all the combined values per bin

count : the number of non-blank values per bin (weight isignored)

[Default: nmean]

ysN = <array-expr> (String)
Array giving the Y coordinate array for each line. In most cases, if a blank value is supplied
but X values are present then a suitable linear sequence, of the same length as the X array, is
assumed.

The value is an array-valued algebraic expression based on column names as described in

Secti

on 10. Some of the functionsin the Arrays class may be useful here.

8.3.20 st at mar k

Plots a set of markers based on a combination (typicaly the mean) of input array-valued
coordinates. The input X and Y coordinates must be fixed-length arrays of length N; N markers are
plotted, each one representing the mean (or median, minimum, maximum, ...) of al the input array
elements at the corresponding position.

Note that

because the X and Y arrays must be of afixed size for al rows, and because combination
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isperformed in both X and Y directions, thisistypically only suitable for plotting combined spectra
if they all share a common horizontal axis, e.g. are all sampled into the same wavelength bins. To
visually combine spectra with non-uniform sampling, the arrayquantile plotter may be more useful.

Usage Overview:

| ayer N=st at mar k xconbi neN=nean| nedi an| m n| max| gq. 01] . ..
yconbi neN=nean| medi an| ni n| max| g. 01| . ..
col or N=<rrggbb>| red| bl ue| . ..
shapeN=filled_circle|open_circle|... sizeN=<pixels>
xsN=<array- expr> ysN=<array-expr> i nN=<t abl e>
i fmN=<in-format> istreamN=true|fal se i cmdN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:

-1501

A Third Quartile
= Median
¥ First Quartile

1601

—
=170
~150 [RAP
115 120 125 120 125 140 145
H

stilts plot2plane i n=LRS_NPW V010_20071101. cdf ys=RX1
xm n=115 xmax=145 ym n=-183 ymax=-149 xpi x=700 xcr owd=0. 8
| ayer-d=lines col or-d=wheat
| ayer-nmestatline yconbi ne-nenedi an col or - n¥Li neGreen t hi ck- m=3
col or - g=Dodger Bl ue si ze-qg=4
| ayer-ql=statmark ycomnbi ne-ql=QlL shape-ql=filled_triangle_up
| ayer - q3=st at mar k yconbi ne- q3=@ shape-q3=filled_triangl e_down
| egl abel - meMedi an | egl abel -q1="First Quartile' |eglabel-q3="Third Quartil
| egseq=-93,-m-ql | egpos=0.98, 0. 93

col or N = <rrggbb>| red| bl ue| . .. (Color)

The color of plotted data, given by name or as a hexadecimal RGB value.

The standard plotting colour names are r ed, bl ue, gr een, grey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBl ue to Yell owG een, listed e.g. in the Extended color
keywords section of the CSS3 standard.

Alternatively, a six-digit hexadecima number RRGGBB may be supplied, optionaly prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "f f 00f f ", "#f f 00f f " Or "0xf f 00f f "
for magenta.

[Default: red]
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i cnmdN = <crds> (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

* A filename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

shapeN = filled circle|lopen_circle|... (Marker Shape)
Sets the shape of markers that are plotted at each position of the scatter plot.

The available options are:

filled_circle
open_circle
Cross

X

open_square
open_di anond
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open_triangl e_up
open_triangl e_down
fat_circle
fat_cross

fat_x

fat_square

fat _di amond
fat_triangle_up
fat_triangle_up
filled_square
filled_di anond
filled_triangle_up
filled_triangl e_down

[Default: filled_circle]

sizeN = <pixel s>  (Integer)
Size of the markers. The unit is pixels, in most cases the marker is approximately twice the
size of the supplied value.

[Default: 4]

xconbi neN = nean| nedi an| m n| nax| q. 01| . . . (Combiner)
Defines how corresponding array elements on the X axis are combined together to produce the
plotted value.

The available options are:

mean: the mean of the combined values

medi an: the median

mi n: the minimum of all the combined values

max: the maximum of all the combined values

g. 01: 1st percentile

ql: first quartile

g3: third quartile

g. 99: 99th percentile

st dev: the sample standard deviation of the combined values
suni the sum of all the combined values per bin

count : the number of non-blank values per bin (weight isignored)

[Default: nmean]

xsN = <array-expr> (String)
Array giving the X coordinate array for each line. In most cases, if a blank value is supplied
but Y values are present then a suitable linear sequence, of the same length asthe Y array, is
assumed.

The value is an array-valued algebraic expression based on column names as described in
Section 10. Some of the functionsin the Arrays class may be useful here.

yconbi neN = nean| nedi an| mi n| max| g. 01| . . . (Combiner)
Defines how corresponding array elements on the Y axis are combined together to produce the
plotted value.

The available options are:

* nmean: the mean of the combined values

* nmedi an: the median

* mn:the minimum of all the combined values
* max: the maximum of all the combined values
e q.01: 1st percentile
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ql: first quartile

g3: third quartile

g. 99: 99th percentile

st dev: the sample standard deviation of the combined values

suni the sum of all the combined values per bin

count : the number of non-blank values per bin (weight isignored)

[Default: nmean]

ysN = <array-expr> (String)
Array giving the Y coordinate array for each line. In most cases, if a blank value is supplied
but X values are present then a suitable linear sequence, of the same length as the X array, is
assumed.

The value is an array-valued algebraic expression based on column names as described in
Section 10. Some of the functionsin the Arrays class may be useful here.

8.3.21 arrayquantile

Displays a quantile or quantile range for a set of plotted X/Y array pairs. If a table contains one
spectrum per row in array-valued wavelength and flux columns, this plotter can be used to display a
median of all the spectra, or arange between two quantiles. Smoothing options are available to even
out noise arising from the pixel binning.

For each row, the xs and ys arrays must be the same length as each other, but this plot type does not
require all the arrays to be sampled into the same bins.

The agorithm calculates quantiles for al the X,Y points plotted in each column of pixels. This
means that more densely sampled spectra have more influence on the output than sparser ones.

Note: in the current implementation, depending on the details of the configuration and the data,
there may be some distortions or missing graphics near the edges of the plot. This may be improved
in future releases, depending on feedback.

Usage Overview:

| ayer N=arrayquantil e col or N=<rrggbb>| red| blue|... transparencyN=0..1
quanti | esN=<l ow-frac>[, <hi gh-frac>] thi ckN=<pi xel s>
snoot hN=+<w dt h>| - <count >
ker nel N=squar e| | I near | epanechni kov| cos| cos2| gauss3| gauss6
j oi nNEnone| pol ygon| |l i nes horizontal N=true| fal se
xsN=<ar ray- expr> ysN=<array-expr> i nN=<t abl e>
i fmN=<in-format> i streamN\=true|fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:
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21 Spectra
Quartile Range
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stilts plot2plane i n=xql00sub. fits xs=subWave ys=nul ti pl y(subFl ux, 1./ mean(subFl ux))

col orN = <rrggbb>|red| bl ue| ..

hori zontal N = true|fal se

i cmdN = <cnds>

x| abel =\Wavel engt h/ nm yl abel = Norrmal i sed Fl ux
| ayer 1=l i nes shadi ngl=density densemapl=greyscal e
densecl i pl=0. 2,1 densefuncl=linear |egl abel 1=Spectra

| ayer _ql3=ArrayQuantile col or_ql3=Dodger Bl ue transparency_ql3=0.5

quantiles_qgl13=0.25,0.75 | egl abel _q13="Quartil e Range'

| ayer _med=ArrayQuantil e col or_ned=bl ue joi n_med=lines | egl abel _med=Medi ar

| egend=t rue | egpos=0. 95, 0. 95
xpi x=600 ypi x=350
xm n=1348 xnmax=1358 yni n=-0.2 ynmax=2. 2

(Color)
The color of plotted data, given by name or as a hexadecimal RGB value.

The standard plotting colour names are r ed, bl ue, green, grey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are aso understood. The list currently contains those colour names understood by
most web browsers, from AliceBlue tO Yel |l owGreen, listed e.g. in the Extended color
keywor ds section of the CSS3 standard.

Alternatively, a six-digit hexadecima number RRGGBB may be supplied, optionally prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "f f 00f f ", "#f f 00f f " Or "0xf f 00f f "
for magenta.

[Default: red]

(Boolean)
Determines whether the trace bins are horizontal or vertical. If t rue, y quantiles are calculated
for each pixel column, and if f al se, X quantiles are calculated for each pixel row.

[Default: t rue]

(ProcessingStep[])

Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
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performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <t abl e> (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a"”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

j oi nN = none] pol ygon| | i nes (QJain)
Defines the graphical style for connecting distinct quantile values. If smoothed samples are
packed more closely than the pixel grid the option chosen here doesn't make much difference,
but if there are gaps in the data along the sampled axis, it's useful to have a guide to the eye to
join one quantile determination to the next.

The available options are:

* none: displayed quantile ranges are not joined

* pol ygon: the area between a line connecting the upper quantiles and a line connecting the
lower quantilesisfilled

* lines: aline of thickness given by t hi ck is drawn from the center of each quantile range
to the next

[Default: pol ygon]

kernel N = square| | i near | epanechni kov| cos| cos2| gauss3| gauss6 (Kernel 1dShape)
The functional form of the smoothing kernel. The functions listed refer to the unscaled shape;
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all kernels are normalised to give atotal area of unity.
The available options are:

squar e: Uniform value: f(x)=1, [x|=0..1

l'i near : Triangle: f(x)=1-|x|, [x|=0..1

epanechni kov: Parabola: f(x)=1-x*x, [x|=0..1

cos: Cosine: f(x)=cos(x* pi/2), |x|=0..1

cos2: Cosine squared: f(x)=cos"2(x*pi/2), [x|=0..1

gauss3: Gaussian truncated at 3.0 sigma: f(x)=exp(-x*x/2), [x|=0..3
gauss6: Gaussian truncated at 6.0 sigma: f(x)=exp(-x*x/2), [x|=0..6

[Default: epanechni kov]

quantilesN = <l owfrac>[, <hi gh-frac>] (Subrange)
Defines the quantile or quantile range of values that should be marked in each pixel column (or
row). The value may be a single number in the range 0..1 indicating the quantile which should
be marked. Alternatively, it may be a pair of numbers, each in the range 0..1, separated by
commas (<l o>, <hi >) indicating two quantile lines bounding an area to be filled. A pair of
equal values "a, a" is equivalent to the single value "a". The default is 0. 5, which means to
mark the median value in each column, and could equivalently be specified 0. 5, 0. 5.

[Default: 0. 5]

smoot hN = +<wi dt h>| - <count>  (BinSizer)
Configures the smoothing width. This is the characteristic width of the kernel function to be
convolved with the density in one dimension to smooth the quantile function.

If the supplied value is a positive number it is interpreted as a fixed width in the data
coordinates of the X axis (if the X axis is logarithmic, the value is a fixed factor). If it isa
negative number, then it will be interpreted as the approximate number of smooothing widths
that fit in the width of the visible plot (i.e. plot width / smoothing width). If the value is zero,
no smoothing is applied.

When setting this value graphically, you can use either the slider to adjust the bin count or the
numeric entry field to fix the bin width.

[Default: 0]

thi ckN = <pixel s>  (Integer)
Sets the minimum extent of the markers that are plotted in each pixel column (or row) to
indicate the designated value range. If the range is zero sized (quanti | es specifies a single
value rather than a pair) this will give the actual thickness of the plotted line. If the range is
non-zero however, the line may be thicker than this in places according to the quantile
positions.

[Default: 3]

transparencyN = 0..1  (Double)
Transparency with which components are plotted, in the range O (opague) to 1 (invisible). The
valueis 1-apha

[Default: 0]

xsN = <array-expr>  (String)
Array giving the X coordinate array for each line. In most cases, if a blank value is supplied
but Y values are present then a suitable linear sequence, of the same length asthe Y array, is
assumed.

The value is an array-valued algebraic expression based on column names as described in
Section 10. Some of the functionsin the Arrays class may be useful here.

ysN = <array-expr>  (String)
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Array giving the Y coordinate array for each line. In most cases, if a blank value is supplied
but X values are present then a suitable linear sequence, of the same length as the X array, is
assumed.

The value is an array-valued algebraic expression based on column names as described in
Section 10. Some of the functionsin the Arrays class may be useful here.

8.3.221ine

Plots a point-to-point line joining up the positions of data points. There are additional options to
pre-sort the points according to their order on the X or Y axis (using the sort axi s value), and to
vary the colour of the line along its length (using the aux value).

The options for controlling the Aux colour map are controlled at the level of the plot itself, rather
than by per-layer configuration.

Usage Overview:

| ayer N=l i ne col or N=<rrggbb>| red| bl ue| ... thickN=<pi xel s>
dashN=dot | dash|...|<a,b,...> sortaxi sN=[ X] Y]
anti aliasN=true|fal se auxnul | col or N=<rrggbb>| red| bl ue| ...
<pos- coor d- par ansN> auxN=<num expr > i nN=<t abl e>
ifmN=<in-format> i streamN=true|fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Positional Coordinate Parameters:
The positional coordinates <pos- coor d- par amsN> give a position for each row of the input
table. Their form depends on the plot geometry, i.e. which plotting command is used. For a
plane plot (pl ot 2pl ane) the parameters would be xN and yN. The coordinate parameter values
arein all cases strings interpreted as numeric expressions based on column names. These can
be column names, fixed values or algebraic expressions as described in Section 10.

Example:
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201

Br
i

2001-08-16 08-17

Bt

2001-08-16 05-17

Bn

2001-08-16 08-17

stilts plot2time i n=ACE_dat a. vot t=epoch
| ayer1=line yl1=Br zonel=A
| ayer 2=l i ne y2=Bt zone2=B
| ayer 3=li ne y3=Bn zone3=C

antialiasN = true|false  (Boolean)
If true, plotted lines are drawn with antialising. Antialised lines look smoother, but may take
perceptibly longer to draw. Only has any effect for bitmapped output formats.

[Default: f al se]

auxN = <numexpr>  (String)
If supplied, this controls the colouring of the line along its length according to the value of this
coordinate.

The value is a numeric algebraic expression based on column names as described in Section
10.

auxnul | col orN = <rrggbb>| red| bl ue| ... (Color)
The color of points with anull value of the Aux coordinate, given by name or as a hexadecimal
RGB value.

The standard plotting colour names are r ed, bl ue, gr een, grey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBlue to Yel |l owG een, listed eg. in the Extended color
keywor ds section of the CSS3 standard.

Alternatively, a six-digit hexadecima number RRGGBB may be supplied, optionally prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "f f 00f f ", "#f f 00f f " or "0xf f 00f f "
for magenta.

If the value is null, then points with a null Aux value will not be plotted at all.
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[Default: grey]

col orN = <rrggbb>| red| bl ue] . .. (Color)
The color of plotted data, given by name or as a hexadecimal RGB value.

The standard plotting colour names are r ed, bl ue, gr een, gr ey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBlue t0 Yel | owG een, listed eg. in the Extended color
keywords section of the CSS3 standard.

Alternatively, a six-digit hexadecimal number RRGGBB may be supplied, optionally prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "f f 00f f ", "#f f 00f f " Or "0xf f 00f f "
for magenta.

[Default: r ed]

dashN = dot | dash|...|<a,b,...> (float[])
Determines the dash pattern of the line drawn. If null (the default), the lineis solid.

Possible values for dashed lines are dot, dash, | ongdash, dotdash. You can aternatively
supply a comma-separated list of on/off length values such as "4, 2, 8, 2".

icmiN = <cmds>  (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. Thisflag can be used if you know what format your tableisin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

« AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not all formats can be streamed in this
way.

* A scheme specification of the form : <schene- nane>: <schene- ar gs>.

* A system command line with either a "<" character at the start, or a"| " character at the
end ("<syscnmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreanN = true|false  (Boolean)
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If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

sortaxi sN = [X V] (AxisOpt)
May be set to "X" or "Y" to ensure that the points are plotted in ascending order of the
corresponding coordinate. This will ensure that the plotted line resembles a function of the
corresponding coordinate rather than a scribble. The default (null) value causes the pointsto be
joined in the sequence in which they appear in the table. If the points already appear in the
table sorted according to the corresponding coordinate, this option has no visible effect, though
it may slow things down.

[Default: None]

thi ckN = <pixel s>  (Integer)
Thickness of plotted linein pixels.

[Default: 1]

83.23linearfit
Plotsaline of best fit for the data points.
Usage Overview:

| ayer N=l i nearfit col or N=<rrggbb>| red| bl ue|... thickN=<pi xel s>
dashN=dot | dash|...|<a,b,...> antialiasN=true|fal se
<pos- coor d- paransN> wei ght N=<num expr > i nN=<t abl e>
ifmN=<in-format> istreamN=true|fal se i cmiN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Positional Coordinate Parameters:
The positional coordinates <pos- coor d- par amsN> give a position for each row of the input
table. Their form depends on the plot geometry, i.e. which plotting command is used. For a
plane plot (pl ot 2pl ane) the parameters would be xN and yN. The coordinate parameter values
arein all cases strings interpreted as numeric expressions based on column names. These can
be column names, fixed values or algebraic expressions as described in Section 10.

Example:
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201

1%

EM AL

101

FMAG

stilts plot2plane i n=6dfgs_m ni.xm x=RMAG y=BMAG | ayer 1=mark | ayer2=linearfit

antialiasN = true|fal se (Boolean)
If true, plotted lines are drawn with antialising. Antialised lines look smoother, but may take
perceptibly longer to draw. Only has any effect for bitmapped output formats.

[Default: f al se]

col orN = <rrggbb>| red| bl ue] . .. (Color)
The color of plotted data, given by name or as a hexadecimal RGB value.

The standard plotting colour names are r ed, bl ue, gr een, gr ey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBlue t0 Yel | owG een, listed eg. in the Extended color
keywor ds section of the CSS3 standard.

Alternatively, a six-digit hexadecimal number RRGGBB may be supplied, optionally prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "f f 00f f ", "#f f 00f f " Or "0xf f 00f f "
for magenta.

[Default: r ed]

dashN = dot|dash|...|<a,b,...> (float[])
Determines the dash pattern of the line drawn. If null (the default), the lineis solid.

Possible values for dashed lines are dot, dash, | ongdash, dotdash. You can aternatively
supply a comma-separated list of on/off length values such as "4, 2, 8, 2".

icmdN = <cmds>  (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
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more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <tabl e> (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

thi ckN = <pixel s>  (Integer)
Thickness of plotted line in pixels.

[Default: 1]

wei ght N = <numexpr>  (String)
The weight associated with each data point for fitting purposes. Thisis used for calculating the
coefficients of the line of best fit, and the correlation coefficient. If no coordinate is supplied,
al points are assumed to have equal weight (1). Otherwise, any point with a null weight value
is assigned aweight of zero, i.e. ignored.

Given certain assumptions about independence of samples, a suitable value for the weight may
be1/ (errxerr),if err isthe measurement error for each Y value.

The value is a numeric algebraic expression based on column names as described in Section
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8.3.241 abel

Draws a text label at each position. You can select the font, where the labels appear in relation to
the point positions, and how crowded the points have to get before they are suppressed.

Usage Overview:

| ayer N=l abel texttypeN=plain|antialias||a tex font si zeN=<i nt - val ue>
fontstyl eN=st andard| serif|no
f ont wei ght N=pl ai n| bol d| i t al |c|bold italic
anchor N=west | east | nort h| sout h| cent er
col or N=<rrggbb>| red| bl ue| ... xof f N=<pi xel s> yof f N=<pi xel s>
spaci ngN=<pi xel s> crowdl i ni t N=<n> <pos- coor d- par anms N>
| abel N=<t xt - expr> i nN=<t abl e> i f nt N=<i n-f or mat >
i streamN=true| fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Positional Coordinate Parameters:
The positional coordinates <pos- coor d- par amsN> give a position for each row of the input
table. Their form depends on the plot geometry, i.e. which plotting command is used. For a
plane plot (p! ot 2pl ane) the parameters would be xN and yN. The coordinate parameter values
arein all cases strings interpreted as numeric expressions based on column names. These can
be column names, fixed values or algebraic expressions as described in Section 10.

Example:
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stilts plot2sky in=messier.xm |on=RA | at=DEC
| ayer 1=mark sizel=3
| ayer 2=I abel | abel 2=NAVME col or 2=bl ack

anchor N = west | east | north| sout h| center (Anchor)
Determines where the text appears in relation to the plotted points. Values are points of the
compass.

The available options are:

* west
e east
* north
* south
* center
[Default: west ]
col orN = <rrggbb>| red| bl ue| . .. (Color)

The color of plotted data, given by name or as a hexadecimal RGB value.

The standard plotting colour names are r ed, bl ue, gr een, grey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBlue to Yel | owG een, listed eg. in the Extended color
keywor ds section of the CSS3 standard.

Alternatively, a six-digit hexadecima number RRGGBB may be supplied, optionally prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "f f 00f f ", "#f f 00f f " or "0xf f 00f f "
for magenta.

[Default: r ed]

cromdlimtN = <n>  (Integer)
Sets the maximum number of labels in a label group. This many labels can appear closely
spaced without being affected by the label spacing parameter.

It is useful for instance if you are looking at pairs of points, which will always be close
together; if you set this value to 2, an isolated pair of labels can be seen, but if it's 1 then they
will only be plotted when they are distant from each other, which may only happen at very
high magnifications.

[Default: 2]

fontsizeN = <int-value>  (Integer)
Size of the text font in points.

[Default: 12]

fontstyl eN = standard|serif|nmono  (FontType)
Font style for text.

The available options are:

. st andard
. serif
o nono

[Default: st andar d]

fontwei ght N = plain|bold|litalic|bold italic (FontWeight)
Font weight for text.
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The available options are:

pl ai n

bol d
italic

bold italic

[Default: pl ai n]

i cndN = <crds> (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

* A filename.

 AURL.

e The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give thei f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

| abel N = <txt-expr>  (String)
Column or expression giving the text of the label to be written near the position being labelled.
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Label values may be of any type (string or numeric)
The value is a string algebraic expression based on column names as described in Section 10.

spaci ngN = <pi xel s>  (Integer)
Determines the closest that labels can be spaced. If a group of labels is closer to another group
than the value of this parameter, they will not be drawn, to avoid the display becoming too
cluttered. The effect is that you can see individual labels when you zoom in, but not when
there are many labelled points plotted close together on the screen. Set the value higher for less
cluttered labelling.

[Default: 12]

texttypeN = plain|antialias|latex (TextSyntax)
Determines how to turn label text into characters on the plot. Pl ai n and Anti al i as both take
the text at face value, but Antiali as smooths the characters. LaTex interprets the text as
LaTeX source code and typesetsit accordingly.

When not using LaTeX, antialiased text usually looks nicer, but can be perceptibly slower to
plot. At time of writing, on MacOS antialiased text seems to be required to stop the writing
coming out upside-down for non-horizonta text (MacOS java bug).

[Default: pl ai n]

xof fN = <pixel s>  (Integer)
Allows fine adjustment of label positioning in the X direction. The value is a positive or
negative pixel offset applied to the position of each plotted label.

[Default: 0]

yof f N = <pixel s>  (Integer)
Allows fine adjustment of label positioning in the Y direction. The value is a positive or
negative pixel offset applied to the position of each plotted |abel.

[Default: 0]

8.3.25 ar eal abel

Draws atext label near the center of each area.You can select the font, where the labels appear in
relation to the point positions, and how crowded the points have to get before they are suppressed.

Thisisjust like anormal Label plot, but the positions are taken from an Area coordinate rather than
normal positional coordinates.

Usage Overview:

| ayer N=ar eal abel texttypeN=plain|antialias|latex fontsizeN=<int-val ue>
fontstyl eN=standard| seri f| nono
fontwei ght N=pl ain|bold|italic|bold_italic
anchor N=west | east | nort h| sout h| cent er
col or N=<rrggbb>| red| bl ue| ... xof f N=<pi xel s> yof f N=<pi xel s>
spaci ngN=<pi xel s> crowdl I m t N=<n> ar eaN=<ar ea- expr >
ar eat ypeN=STC- S| POLYGON| Cl RCLE| PO NT| MOC- ASCI | | UNI Q
| abel N=<t xt - expr > i nN=<t abl e> | f nt N=<i n-f or mat >
i streamN=true| fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:
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'rnt:uz|1 macue Madagascar

-30 ww
1=®

230 0 20 &0

stilts plot2sky reflectlon=fal se sex=fal se
clon=18 cl at=0 radi us=36 xpi x=550 ypi x=600
i n=countries. vot
ar ea=shape areatype=STC- S
| ayer _1=area pol ynode_ 1=fil
shadi ng_l=aux aux_1=i ndex opaque_1=2 | ayer_2=area pol ynode_2=outli ne
shadi ng_2=fl at col or_2=grey
auxmap=pai red auxvi si bl e=fal se
| ayer _3=areal abel | abel _3=nanme anchor_3=center col or_3=bl ack

anchor N = west | east | north| sout h| center (Anchor)
Determines where the text appears in relation to the plotted points. Values are points of the
compass.

The available options are:

* west
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o east

. north

. sout h

° center
[Default: west |

areaN = <ar ea- expr > (String)
Expression giving the geometry of a 2D region on the plot. It may be a string- or array-valued
expression, and its interpretation depends on the value of the corresponding areatype
parameter.

The valueis aAreavalue algebraic expression based on column names as described in Section
10.

areat ypeN = STC- S| POLYGON| Cl RCLE| PO NT| MOC-ASCI | | UNIQ  (AreaMapper)
Selects the form in which the Area value for parameter ar eaN is supplied. Options are:

* STC S: Region description using STC-S syntax; see TAP 1.0, section 6. Note there are
some restrictions: <frame>, <refpos> and <flavor> metadata are ignored, polygon
winding direction isignored (small polygons are assumed) and the | NTERSECTI ON and NOT
constructions are not supported. The non-standard MocC construction is supported.

*  POLYGON: 2n-element array (x1,y1, x2,y2,...); @ NaN,NaN pair can be used to delimit distinct
polygons.

* CIRCLE: 3-élement array (x,y,r)

* PO NT: 2-element array (x,y)

* MOC-ASCl | : Region description using ASCII MOC syntax; see MOC 1.1 2.3.2. Note there
are currently afew issues with MOC plotting, especially for large pixels.

* UNIQ Region description representing a single HEALPix cell as defined by an UNIQ
value, see MOC 1.1 sec 2.3.1.

If left blank, a guess will be taken depending on the data type of the value supplied for the
ar eaN value.

col or N = <rrggbb>| red| bl ue| . .. (Color)
The color of plotted data, given by name or as a hexadecimal RGB value.

The standard plotting colour names are r ed, bl ue, gr een, gr ey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBlue t0 Yel | owG een, listed eg. in the Extended color
keywor ds section of the CSS3 standard.

Alternatively, a six-digit hexadecimal number RRGGBB may be supplied, optionally prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "f f 00f f ", "#f f 00f f " Or "0xf f 00f f "
for magenta.

[Default: r ed]

crowdl imitN = <n>  (Integer)
Sets the maximum number of labels in a label group. This many labels can appear closely
spaced without being affected by the label spacing parameter.

It is useful for instance if you are looking at pairs of points, which will aways be close
together; if you set this value to 2, an isolated pair of labels can be seen, but if it's 1 then they
will only be plotted when they are distant from each other, which may only happen at very
high magnifications.

[Default: 2]

fontsizeN = <int-value>  (Integer)
Size of the text font in points.
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[Default: 12]

fontstyl eN = standard| serif| nono (FontType)
Font style for text.

The available options are:

. st andard
° serif
. nono

[Default: st andar d]

fontwei ght N = plain|bold|italic|bold_italic (FontWeight)
Font weight for text.

The available options are:

e plain

* bold

* jtalic

e bold.italic
[Default: pl ai n]

icmiN = <cmds>  (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. Thisflag can be used if you know what format your tableisin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

« AURL.

e The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not all formats can be streamed in this
way.

* A scheme specification of the form : <schene- nane>: <schene- ar gs>.

* A system command line with either a "<" character at the start, or a"| " character at the
end ("<syscnmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
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compress or bzip2) will be decompressed transparently.

istreanN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

| abel N = <t xt - expr > (String)
Column or expression giving the text of the label to be written near the position being labelled.
Label values may be of any type (string or numeric)

The value is a string algebraic expression based on column names as described in Section 10.

spaci ngN = <pi xel s>  (Integer)
Determines the closest that labels can be spaced. If a group of labelsis closer to another group
than the value of this parameter, they will not be drawn, to avoid the display becoming too
cluttered. The effect is that you can see individual labels when you zoom in, but not when
there are many labelled points plotted close together on the screen. Set the value higher for less
cluttered labelling.

[Default: 12]

texttypeN = plain|antialias|latex (TextSyntax)
Determines how to turn label text into characters on the plot. Pl ai n and Anti al i as both take
the text at face value, but Antiali as smooths the characters. LaTex interprets the text as
LaTeX source code and typesetsit accordingly.

When not using LaTeX, antialiased text usually looks nicer, but can be perceptibly slower to
plot. At time of writing, on MacOS antialiased text seems to be required to stop the writing
coming out upside-down for non-horizontal text (MacOS java bug).

[Default: pl ai n]

xof fN = <pixel s>  (Integer)
Allows fine adjustment of label positioning in the X direction. The value is a positive or
negative pixel offset applied to the position of each plotted |abel.

[Default: 0]

yof f N = <pixel s>  (Integer)
Allows fine adjustment of label positioning in the Y direction. The value is a positive or
negative pixel offset applied to the position of each plotted |abel.

[Default: 0]

8.3.26 cont our

Plots position density contours. This provides another way (alongside the auto, density and
weighted shading modes) to visualise the characteristics of overdense regionsin a crowded plot. It's
not very useful if you just have afew points.

A weighting may optionally be applied to the quantity being contoured. To do this, provide a
non-blank value for the wei ght coordinate, and use the conbi ne parameter to define how the
weights are combined (sum nean, €tc).
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The contours are currently drawn as pixels rather than lines so they don't look very beautiful in
exported vector output formats (PDF, PostScript). This may be improved in the future.

Usage Overview:

| ayer N=cont our col or N=<rrggbb>| red| bl ue| ...
conbi neN=sunj nean| nedi an| st dev| m n| max| count
nl evel N=<i nt - val ue> snoot hN=<pi xel s> t hi ckN=<pi xel s>
scal i ngN=l i near| | og| equal zer oN=<nunber> <pos- coor d- par ansN>
wei ght N=<num expr > | nN=<t abl e> i f nt N=<i n-f or mat >
i streamN=true| fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Positional Coordinate Parameters:
The positional coordinates <pos- coor d- par amsN> give a position for each row of the input
table. Their form depends on the plot geometry, i.e. which plotting command is used. For a
plane plot (pl ot 2pl ane) the parameters would be xN and yN. The coordinate parameter values
arein all cases strings interpreted as numeric expressions based on column names. These can
be column names, fixed values or algebraic expressions as described in Section 10.

Example:
lekq

= le5

el

}::I

=

= led

ol

E

=

g 10004

=

o
1001

5 6 7 g 3 w11 1z 12 14
phot_g_mean_imag

stilts plot2plane in=tgas_source.fits x=phot_g _nmean_mag y=phot_g nean_fl ux_error
yl og=t rue xmax=14 ym n=10
| ayer 1=nmar k shadi ngl=density densemapl=greyscal e
| ayer 2=cont our scal i ng2=l og nl evel =6

col orN = <rrggbb>| red| bl ue| . .. (Color)
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The color of plotted data, given by name or as a hexadecimal RGB value.

The standard plotting colour names are r ed, bl ue, gr een, gr ey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBlue t0 Yel | owG een, listed eg. in the Extended color
keywor ds section of the CSS3 standard.

Alternatively, a six-digit hexadecimal number RRGGBB may be supplied, optionally prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "f f 00f f ", "#f f 00f f " Or "0xf f 00f f "
for magenta.

[Default: r ed]

conbi neN = sunj mean| nmedi an| st dev| mi n| max| count (Combiner)
Defines the way that the weight values are combined when generating the value grid for which
the contours will be plotted. If aweighting is supplied, the most useful values are nean which
traces the mean values of a quantity and sumwhich traces the weighted sum. Other values such
asnedi an are of dubious validity because of the way that the smoothing is done.

Thisvalueisignored if the weighting coordinate wei ght iSnot set.
The available options are:

suni the sum of all the combined values per bin

nmean: the mean of the combined values

medi an: the median

st dev: the sample standard deviation of the combined values

mi n: the minimum of all the combined values

max: the maximum of all the combined values

count : the number of non-blank values per bin (weight isignored)

[Default: sum

i cnmdN = <crds> (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

e« A filename.
« AURL.
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* The special value "-", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreanN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

nlevel N = <int-value>  (Integer)
Number of countour lines drawn. In fact, thisis an upper limit; if there is not enough variation
in the plot's density, then fewer contour lineswill be drawn.

[Default: 5]

scal i ngN = | inear| | og| equal (LevelMode)
How the smoothed density is treated before contour levels are determined.

The available options are:

* linear: levelsare equaly spaced
* |og: level logarithms are equally spaced
* equal : levelsare spaced to provide equal-area inter-contour regions

[Default: Ii near ]

snoot hN = <pi xel s>  (Integer)
The linear size of the smoothing kernel applied to the density before performing the contour
determination. If set too low the contours will be too crinkly, and if too high they will lose
definition. Smoothing currently uses an approximately Gaussian kernel for extensive
combination modes (count, sum) or acircular top hat for intensive modes (weighted mean).

[Default: 5]

thi ckN = <pi xel s>  (Integer)
Thickness of plotted line in pixels.

[Default: 1]

wei ght N = <numexpr>  (String)
Weighting of data points. If supplied, each point contributes a value to the histogram equal to
the data value multiplied by this coordinate. If not supplied, the effect is the same as supplying
afixed value of one.

The value is a numeric algebraic expression based on column names as described in Section
10.

zeroN = <nunber>  (Double)
Determines the level at which the first contour (and hence all the others, which are separated
from it by afixed amount) are drawn.
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[Default: 1]

8327¢grid

Plots 2-d data aggregated into rectangular cells. You can optionally use a weighting for the points,
and you can configure how the values are combined to produce the output pixel values (colours).
You can use this plotter in various ways, including as a 2-d histogram or weighted density map, or
to plot gridded data.

The X and Y dimensions of the grid cells (or equivalently histogram bins) can be configured either
in terms of the data coordinates or relative to the plot dimensions.

The way that data values are mapped to colours is usually controlled by options at the level of the
plot itself, rather than by per-layer configuration.

Usage Overview:

| ayer N=gri d xbi nsi zeN=+<ext ent >| - <count > ybi nsi zeN=+<ext ent >| - <count >
conbi neN=sum| sum per-unit|count|... transparencyN=0..1
xphaseN=<nunber > yphaseN=<nunber > <pos- coor d- par ansN>
wei ght N=<num expr > i nN=<t abl e> i f mt N=<i n-f or mat >
i streamN=true| fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Positional Coordinate Parameters:
The positional coordinates <pos- coor d- par amsN> give a position for each row of the input
table. Their form depends on the plot geometry, i.e. which plotting command is used. For a
plane plot (pl ot 2pl ane) the parameters would be xN and yN. The coordinate parameter values
arein all cases strings interpreted as numeric expressions based on column names. These can
be column names, fixed values or algebraic expressions as described in Section 10.

Example:
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stilts plot2plane |ayerl=grid inl=gk_hess.fits x1=g_m n_ks yl=g_mag_abs
wel ght 1=n conbi nel=sum xbi nsi ze1=0. 2 ybi nsi ze1=0. 2 xphasel=0.5 yphasel=0.
yflip=true auxfunc=l og auxmap=viridis

combi neN = sumnj sum per-unit|count]... (Combiner)
Defines how values contributing to the same grid cell are combined together to produce the
value assigned to that cell, and hence its colour. The combined values are the weights, but if
the wei ght coordinate is left blank, a weighting of unity is assumed.

The available options are:

sumi the sum of all the combined values per bin

sum per - uni t : the sum of all the combined values per unit of bin size
count : the number of non-blank values per bin (weight isignored)
count - per - uni t : the number of non-blank values per unit of bin size (weight isignored)
mean: the mean of the combined values

nedi an: the median

ql: first quartile

g3: third quartile

mi n: the minimum of al the combined values

max: the maximum of all the combined values

st dev: the sample standard deviation of the combined values

hi t : 1if any values present, NaN otherwise (weight isignored)

[Default: nmean]

icmdN = <cmds>  (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i n\.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
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can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <t abl e> (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

transparencyN = 0..1 (Double)
Transparency with which components are plotted, in the range O (opaque) to 1 (invisible). The
valueis 1-apha

[Default: 0]

wei ght N = <numexpr>  (String)
Weighting of data points. If supplied, each point contributes a value to the histogram equal to
the data value multiplied by this coordinate. If not supplied, the effect is the same as supplying
afixed value of one.

The value is a numeric algebraic expression based on column names as described in Section
10.

xbi nsi zeN = +<ext ent >| - <count > (BinSizer)
Configures the extent of the density grid bins on the X axis.
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If the supplied value is a positive number it is interpreted as a fixed size in data coordinates (if
the X axisis logarithmic, the value is a fixed factor). If it is a negative number, then it will be
interpreted as the approximate number of bins to display across the plot in the X direction
(though an attempt is made to use only round numbers for bin sizes).

When setting this value graphically, you can use either the slider to adjust the bin count or the
numeric entry field to fix the bin size.

[Default: - 30]

xphaseN = <nunber > (Double)
Controls where the zero point on the X axis is set. For instance if your bin sizeis 1, this value
controls whether bin boundariesare at 0, 1, 2, .. or 0.5, 1.5, 2.5, ... etc.

A value of 0 (or any integer) will result in a bin boundary at X=0 (linear X axis) or X=1
(logarithmic X axis). A fractional value will give abin boundary at that value multiplied by the
bin width.

[Default: 0]

ybi nsi zeN = +<extent>| -<count>  (BinSizer)
Configures the extent of the density grid binsonthe Y axis.

If the supplied value is a positive number it is interpreted as a fixed size in data coordinates (if
the Y axisis logarithmic, the value is a fixed factor). If it is a negative number, then it will be
interpreted as the approximate number of bins to display across the plot in the Y direction
(though an attempt is made to use only round numbers for bin sizes).

When setting this value graphically, you can use either the slider to adjust the bin count or the
numeric entry field to fix the bin size.

[Default: - 30]

yphaseN = <nunber > (Double)
Controls where the zero point on the Y axisis set. For instance if your bin sizeis 1, this value
controls whether bin boundariesare at 0, 1, 2, .. or 0.5, 1.5, 2.5, ... etc.

A value of 0 (or any integer) will result in a bin boundary at X=0 (linear X axis) or X=1
(logarithmic X axis). A fractional value will give abin boundary at that value multiplied by the
bin width.

[Default: 0]

8.3.28fill

If a two-dimensional dataset represents a single-valued function, this plotter will fill the area
underneath the function's curve with a solid colour. Parts of the surface which would only be
partially covered (because of rapid function variation within the width of a single pixel) are
represented using appropriate alpha-blending. The filled area may alternatively be that above the
curve or to itsleft or right.

One example of its use is to reconstruct the appearance of a histogram plot from a set of histogram
bins. For X,Y datawhich is not single-valued, the result may not be very useful.

Usage Overview:

I ayer N=fill col or N=<rrggbb>|red| blue|... transparencyN=0..1
hori zontal N=true| fal se positiveN=true|fal se <pos-coord- paranmsN>
i nNN=<tabl e> i fnm N=<in-format> i streamN=true|fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.
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Positional Coordinate Par ameters:

The positional coordinates <pos- coor d- par amsN> give a position for each row of the input
table. Their form depends on the plot geometry, i.e. which plotting command is used. For a
plane plot (p! ot 2pl ane) the parameters would be xN and yN. The coordinate parameter values
arein all cases strings interpreted as numeric expressions based on column names. These can
be column names, fixed values or algebraic expressions as described in Section 10.

Example:
0.1 4
0.01 ;
0.001 |
5
=
=
10 4 |
10 A
10 |
1970 1980 1990 2000 2010
stilts plot2time layer1=fill inl=iers.fits tl=decYear yl=lodErr yl og=true
texttype=l atex fontsize=16
col orN = <rrggbb>| red| bl ue| . .. (Color)

The color of plotted data, given by name or as a hexadecimal RGB value.

The standard plotting colour names are r ed, bl ue, gr een, grey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBl ue to Yel | owG een, listed eg. in the Extended color
keywor ds section of the CSS3 standard.

Alternatively, a six-digit hexadecima number RRGGBB may be supplied, optionaly prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "ff 00f f ", "#f f 00f f " or "0xf f 00f f "
for magenta.

[Default: r ed]

hori zontal N = true|false  (Boolean)

Determines whether the filling is vertical (suitable for functions of the horizontal variable), or
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horizontal (suitable for functions of the vertical variable). If false, the fill is vertical (to the X
axis), and if true, thefill is horizontal (to the'Y axis).

[Default: f al se]

i cndN = <crds> (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

* A filename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a "<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

positiveN = true|false  (Boolean)
Determines the directional sense of the filling. If false, the fill is between the data points and
negative infinity along the relevant axis (e.g. down from the data points to the bottom of the
plot). If true, thefill isin the other direction.

[Default: f al se]
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transparencyN = 0..1 (Double)
Transparency with which components are plotted, in the range O (opaque) to 1 (invisible). The
valueis 1-apha

[Default: 0]

8.3.29 quantile

Plots a line through a given quantile of the values binned within each pixel column (or row) of a
plot. The line is optionally smoothed using a configurable kernel and width, to even out noise
arising from the pixel binning. Instead of a simple line through a given quantile, it is aso possible
to fill the region between two quantiles.

One way to use thisisto draw aline estimating a function y=f(x) (or x=g(y)) sampled by a noisy set
of data pointsin two dimensions.

Note: in the current implementation, depending on the details of the configuration and the data,
there may be some distortions or missing graphics near the edges of the plot. This may be improved
in future releases, depending on feedback.

Usage Overview:

| ayer N=quantil e col or N=<rrggbb>|red| blue|... transparencyN=0..1
quant il esN=<l owfrac>[, <hi gh-frac>] thi ckN=<pi xel s>
snoot hN=+<w dt h>| - <count >
ker nel N=squar e| | I near | epanechni kov| cos| cos2| gauss3| gauss6
j oi nNEnone| pol ygon| |l i nes horizontal N=true| fal se
<pos- coor d- paransN> i nN=<t abl e> i f nt N=<i n-f or mat >
i streamN=true| fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Positional Coordinate Parameters:
The positional coordinates <pos- coor d- par amsN> give a position for each row of the input
table. Their form depends on the plot geometry, i.e. which plotting command is used. For a
plane plot (pl ot 2pl ane) the parameters would be xN and yN. The coordinate parameter values
are in al cases strings interpreted as numeric expressions based on column names. These can
be column names, fixed values or algebraic expressions as described in Section 10.

Example:
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stilts plot2plane in=tgas_source.fits x=phot_g _nmean_mag y=phot_g nean_fl ux_error
yl og=t rue xmax=15 ym n=10
| ayer. d=mark col or. d=99ff 99
| ayer. g4=quantil e quantiles.g4=0.25,0.75 col or.g4=magenta transparency. g-
| ayer. g2=quantil e quantiles.g2=0.5 col or. q2=SkyBl ue t hi ck. g2=4
snoot h. g=0. 05
| egl abel . g4=Quartil es | egl abel . g2=Medi an | egseq=. g4, . q2 | egpos=0. 95, 0. 95

col orN = <rrggbb>| red| bl ue] . .. (Color)
The color of plotted data, given by name or as a hexadecimal RGB value.

The standard plotting colour names arer ed, bl ue, green, grey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are aso understood. The list currently contains those colour names understood by
most web browsers, from AliceBl ue tO Yel |l owG een, listed e.g. in the Extended color
keywor ds section of the CSS3 standard.

Alternatively, a six-digit hexadecima number RRGGBB may be supplied, optionally prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "f f 00f f ", "#f f 00f f " Or "0xf f 00f f "
for magenta.

[Default: red]

hori zontal N = true|false  (Boolean)
Determines whether the trace bins are horizontal or vertical. If t rue, y quantiles are calculated
for each pixel column, and if f al se, X quantiles are calculated for each pixel row.

[Default: true]

icmdN = <cmds>  (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (";"). This parameter
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can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <t abl e> (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

j oi nN = none] pol ygon| | i nes (QJain)
Defines the graphical style for connecting distinct quantile values. If smoothed samples are
packed more closely than the pixel grid the option chosen here doesn't make much difference,
but if there are gaps in the data along the sampled axis, it's useful to have a guide to the eye to
join one quantile determination to the next.

The available options are:

* none: displayed quantile ranges are not joined

* pol ygon: the area between a line connecting the upper quantiles and a line connecting the
lower quantilesisfilled

* lines: aline of thickness given by t hi ck is drawn from the center of each quantile range
to the next

[Default: none]
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kernel N = square| | i near | epanechni kov| cos| cos2| gauss3| gauss6 (Kernel1dShape)
The functional form of the smoothing kernel. The functions listed refer to the unscaled shape;
all kernels are normalised to give atotal area of unity.

The available options are:

squar e: Uniform value: f(x)=1, [x|=0..1

l'i near : Triangle: f(x)=1-|x|, [x|=0..1

epanechni kov: Parabola: f(x)=1-x*x, [x|=0..1

cos: Cosine: f(x)=cos(x* pi/2), x|=0..1

cos2: Cosine squared: f(x)=cos"2(x*pi/2), [x|=0..1

gauss3: Gaussian truncated at 3.0 sigma: f(x)=exp(-x*x/2), [x|=0..3
gauss6: Gaussian truncated at 6.0 sigma: f(x)=exp(-x*x/2), [x|=0..6

[Default: epanechni kov]

quantilesN = <l owfrac>[, <hi gh-frac>] (Subrange)
Defines the quantile or quantile range of values that should be marked in each pixel column (or
row). The value may be a single number in the range 0..1 indicating the quantile which should
be marked. Alternatively, it may be a pair of numbers, each in the range 0..1, separated by
commas (<I o>, <hi >) indicating two quantile lines bounding an area to be filled. A pair of
equal values "a, a" is equivalent to the single value "a". The default is 0. 5, which means to
mark the median value in each column, and could equivalently be specified 0. 5, 0. 5.

[Default: 0. 5]

smoot hN = +<wi dt h>| -<count>  (BinSizer)
Configures the smoothing width. This is the characteristic width of the kernel function to be
convolved with the density in one dimension to smooth the quantile function.

If the supplied value is a positive number it is interpreted as a fixed width in the data
coordinates of the X axis (if the X axis is logarithmic, the value is a fixed factor). If it isa
negative number, then it will be interpreted as the approximate number of smooothing widths
that fit in the width of the visible plot (i.e. plot width / smoothing width). If the value is zero,
no smoothing is applied.

When setting this value graphically, you can use either the slider to adjust the bin count or the
numeric entry field to fix the bin width.

[Default: 0]

thi ckN = <pixel s>  (Integer)
Sets the minimum extent of the markers that are plotted in each pixel column (or row) to
indicate the designated value range. If the range is zero sized (quanti | es specifies a single
value rather than a pair) this will give the actual thickness of the plotted line. If the range is
non-zero however, the line may be thicker than this in places according to the quantile
positions.

[Default: 3]

transparencyN = 0..1  (Double)
Transparency with which components are plotted, in the range O (opague) to 1 (invisible). The
valueis 1-apha

[Default: 0]

8.3.30 hi st ogr am
Plots a histogram.

Bin heights may optionally be weighted by the values of some additional coordinate, supplied using
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the wei ght parameter. In this case you can choose how these weights are combined in each bin
using the conbi ne parameter.

Various options are provided for configuring how the bar heights are calculated, but note that not all
combinations of the available parameters will necessarily lead to meaningful visualisations.

Usage Overview:

| ayer N=hi st ogram col or N=<rrggbb>| red| bl ue| ... transparencyN=0..1
bi nsi zeN=+<wi dt h>| - <count > phaseN=<nunber >
combi neN=sunm sum per-unit|count|...
cunul ati veN=none| f orward| rever se
nor mal i seN=none| ar ea| uni t | maxi mun| hei ght
barf or mN=open| fill ed| sem _filled|steps|semn _steps|spikes
t hi ckN=<pi xel s> dashN=dot | dash|...|<a, b, ...> XN=<num expr >
wei ght N=<num expr > i nN=<t abl e> i f nt N=<i n-f or mat >
i streamN=true| fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:

200

210007

100 ] -

0.2 W CI.'4 0.5 0.6 0.7 0.8 0.4
pl

stilts plot2plane | ayerl=histograminl=rrlyrae.fits x1=pl

barformN = open|filled|sem _filled|steps|sem _steps|spikes (Form)
How histogram bars are represented. Note that options using transparent colours may not
render very faithfully to some vector formats like PDF and EPS.

The available options are:

* open
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e filled

e senm _filled
* steps

* seni_steps
* spikes

[Default: semi _filled]

bi nsi zeN = +<wi dt h>| - <count > (BinSizer)
Configures the width of histogram bins. If the supplied string is a positive number, it is
interpreted as a fixed width in the data coordinates of the X axis (if the X axis is logarithmic,
the value is a fixed factor). If it is a negative number, then it will be interpreted as the
approximate number of bins to display across the width of the plot (though an attempt is made
to use only round numbers for bin widths).

When setting this value graphically, you can use either the slider to adjust the bin count or the
numeric entry field to fix the bin width.

[Default: - 30]

col orN = <rrggbb>| red| bl ue| . .. (Color)
The color of plotted data, given by name or as a hexadecimal RGB value.

The standard plotting colour names are r ed, bl ue, gr een, gr ey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBlue t0 Yel | owG een, listed eg. in the Extended color
keywor ds section of the CSS3 standard.

Alternatively, a six-digit hexadecimal number RRGGBB may be supplied, optionally prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "f f 00f f ", "#f f 00f f " Or "0xf f 00f f "
for magenta.

[Default: r ed]

combi neN = sumnj sum per-unit|count]... (Combiner)
Defines how values contributing to the same bin are combined together to produce the value
assigned to that bin, and hence its height. The combined values are those given by the wei ght
coordinate, but if no weight is supplied, aweighting of unity is assumed.

The available options are:

suni the sum of all the combined values per bin

sum per - uni t : the sum of al the combined values per unit of bin size
count : the number of non-blank values per bin (weight isignored)
count - per - uni t : the number of non-blank values per unit of bin size (weight isignored)
mean: the mean of the combined values

medi an: the median

ql: first quartile

g3: third quartile

mi n: the minimum of all the combined values

max: the maximum of all the combined values

st dev: the sample standard deviation of the combined values

hi t : 1if any values present, NaN otherwise (weight isignored)

[Default: sum

cunul ati veN = none| f orward| rever se (Cumulation)
If set to forward/reverse the histogram bars plotted are calculated cumulatively; each bin
includes the counts from all previous bins working up/down the independent axis.

Note that setting cumulative plotting may not make much sense with some other parameter
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values, for instance averaging aggregation modes.

For reasons of backward compatibility, the valuest rue and f al se may be used as aliases for
f orwar d and none.

The available options are:

* none: Thevalue plotted for each bin uses the samples accumulated in that bin.

* forward: The value plotted for each bin uses the samples accumulated all the way from
negative infinity to that bin.

* reverse: The value plotted for each bin uses the samples accumulated all the way from
positive infinity to that bin.

[Default: none]

dashN = dot | dash|...|<a,b,...> (float[])
Determines the dash pattern of the line drawn. If null (the default), the lineis solid.

Possible values for dashed lines are dot, dash, | ongdash, dotdash. You can aternatively
supply a comma-separated list of on/off length values such as "4, 2, 8, 2".

i cndN = <crds> (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

« AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not all formats can be streamed in this
way.

» A scheme specification of the form : <schene- nane>: <schene- ar gs>.

* A system command line with either a "<" character at the start, or a"| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its

standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreanN = true|false  (Boolean)
If set true, the input table specified by the i nN parameter will be read as a stream. It is
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necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

normal i seN = none| ar ea| uni t | maxi munj hei ght (Normalisation)
Defines how, if at al, the bars of histogram-like plots are normalised or otherwise scaled
verticaly.

Note that some of the normalisation options may not make much sense with some other
parameter values, for instance averaging aggregation modes.

The available options are:

* none: No normalisation is performed.

* area: Thetotal area of histogram bars is normalised to unity. For cumulative plots, this
behaves like hei ght .

* unit: Histogram bars are scaled by the inverse of the bin width in data units. For
cumulative plots, this behaves like none.

* maxi nuni The height of the tallest histogram bar is normalised to unity. For cumulative
plots, this behaveslike hei ght .

* hei ght: Thetotal height of histogram barsis normalised to unity.

[Default: none]

phaseN = <nunber > (Double)
Controls where the horizontal zero point for binning is set. For instance if your bin sizeis 1,
this value controls whether bin boundariesareat 0, 1, 2, .. or 0.5, 1.5, 2.5, ... etc.

A value of 0 (or any integer) will result in a bin boundary at X=0 (linear X axis) or X=1
(logarithmic X axis). A fractional value will give abin boundary at that value multiplied by the
bin width.

[Default: 0]

thi ckN = <pixel s>  (Integer)
Thickness of plotted linein pixels.

[Default: 2]

transparencyN = 0..1 (Double)
Transparency with which components are plotted, in the range O (opaque) to 1 (invisible). The
valueis 1-apha

[Default: 0]

wei ght N = <numexpr>  (String)
Weighting of data points. If supplied, each point contributes a value to the histogram equal to
the data value multiplied by this coordinate. If not supplied, the effect is the same as supplying
afixed value of one.

The value is a numeric algebraic expression based on column names as described in Section
10.

xN = <numexpr>  (String)
Horizontal coordinate.

The value is a numeric algebraic expression based on column names as described in Section
10.
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8.3.31 kde

Plots a Discrete Kernel Density Estimate giving a smoothed frequency of data values along the
horizontal axis, using a fixed-width smoothing kernel. This is a generalisation of a histogram in
which the bins are always 1 pixel wide, and a smoothing kernel is applied to each bin. The width
and shape of the kernel may be varied.

This is suitable for cases where the division into discrete bins done by a normal histogram is
unnecessary or troublesome.

Note this is not a true Kernel Density Estimate, since, for performance reasons, the smoothing is
applied to the (pixel-width) bins rather than to each data sample. The deviation from a true KDE
caused by this quantisation will be at the pixel level, hence in most cases not visually apparent.

A weighting may be applied to the calculated levels by supplying the wei ght coordinate. In this
case you can choose how these weights are aggregated in each pixel bin using the conbi ne
parameter. The result is something like a smoothed version of the corresponding weighted
histogram. Note that some combinations of the available parameters (e.g. a normalised cumulative
median-aggregated KDE) may not make much visual sense.

Usage Overview:

| ayer N=kde col or N=<rrggbb>|red| blue|... transparencyN=0..1
snmoot hN=+<wi dt h>| - <count > conbi neN=sunj sum per-uni t|count|...
ker nel N=squar e| | | near | epanechni kov| cos| cos2| gauss3| gauss6
curul at i veN=none| f orwar d| r ever se
nor mal i seN=none| ar ea| uni t | maxi muni hei ght fill N=solid|Iline|seni
t hi ckN=<pi xel s> xN=<num expr > wei ght N=<num expr > i nN=<t abl e>
i fmtN=<in-format> istreamN\=true|fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:
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10000

S O00

stilts plot2plane ynmin=0 | ayerl=kde inl=rrlyrae.fits xl=pl

col orN = <rrggbb>| red| bl ue] . .. (Color)
The color of plotted data, given by name or as a hexadecimal RGB value.

The standard plotting colour names are r ed, bl ue, gr een, gr ey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBlue t0 Yel | owG een, listed eg. in the Extended color
keywords section of the CSS3 standard.

Alternatively, a six-digit hexadecimal number RRGGBB may be supplied, optionally prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "f f 00f f ", "#f f 00f f " Or "0xf f 00f f "
for magenta.

[Default: r ed]

conbi neN = sun| sum per-unit|count]|... (Combiner)
Defines how values contributing to the same bin are combined together to produce the value
assigned to that bin, and hence its height. The bins in this case are 1-pixel wide, so lack much
physical significance. This means that while some combination modes, such as sum per - uni t
and mean make sense, others such as sumdo not.

The combined values are those given by the wei ght coordinate, but if no weight is supplied, a
weighting of unity is assumed.

The available options are:

suni the sum of all the combined values per bin

sum per - uni t : the sum of all the combined values per unit of bin size

count : the number of non-blank values per bin (weight isignored)
count - per - uni t : the number of non-blank values per unit of bin size (weight isignored)
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mean: the mean of the combined values

medi an: the median

ql: first quartile

g3: third quartile

mi n: the minimum of all the combined values

max: the maximum of all the combined values

st dev: the sample standard deviation of the combined values

hi t : 1if any values present, NaN otherwise (weight isignored)

[Default: sum per - uni t]

cunul ati veN = none| f orward| rever se (Cumulation)
If set to forward/reverse the histogram bars plotted are calculated cumulatively; each bin
includes the counts from all previous bins working up/down the independent axis.

Note that setting cumulative plotting may not make much sense with some other parameter
values, for instance averaging aggregation modes.

For reasons of backward compatibility, the values t rue and f al se may be used as aiases for
f orwar d and none.

The available options are:

* none: Thevalue plotted for each bin uses the samples accumulated in that bin.

* forward: The value plotted for each bin uses the samples accumulated all the way from
negative infinity to that bin.

* reverse: The value plotted for each bin uses the samples accumulated all the way from
positive infinity to that bin.

[Default: none]

fillN = solid|line|sen (FillMode)
How the density function is represented.

The available options are:

* solid: areabetween level and axisisfilled with solid colour
* line:level ismarked by awiggly line
* semi:level ismarked by awiggly line, and areabelow it isfilled with atransparent colour

[Default: semi ]

icmiN = <cmds>  (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file filenane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. Thisflag can be used if you know what format your tableisin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
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scheme-specified tables.
[Default: (aut o) ]

inN = <tabl e> (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

 AURL.

* The special value "-", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreanN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

kernel N = square| | i near | epanechni kov| cos| cos2| gauss3| gauss6 (Kernel1dShape)
The functional form of the smoothing kernel. The functions listed refer to the unscaled shape;
all kernels are normalised to give atotal area of unity.

The available options are:

squar e: Uniform value: f(x)=1, [x|=0..1

l'i near : Triangle: f(x)=1-|x|, [x|=0..1

epanechni kov: Parabola: f(x)=1-x*x, [x|=0..1

cos: Cosine: f(x)=cos(x*pi/2), [x|=0..1

cos2: Cosine sguared: f(x)=cos"2(x*pi/2), [x|=0..1

gauss3: Gaussian truncated at 3.0 sigma: f(x)=exp(-x*x/2), [x|=0..3
gauss6: Gaussian truncated at 6.0 sigma: f(x)=exp(-x*x/2), [x|=0..6

[Default: epanechni kov]

nor mal i seN = none| ar ea] uni t | maxi nunij hei ght (Normalisation)
Defines how, if at al, the bars of histogram-like plots are normalised or otherwise scaled
vertically.

Note that some of the normalisation options may not make much sense with some other
parameter values, for instance averaging aggregation modes.

The available options are:

* none: No normalisation is performed.

* area: Thetotal area of histogram bars is normalised to unity. For cumulative plots, this
behaves like hei ght .

e unit: Histogram bars are scaled by the inverse of the bin width in data units. For
cumulative plots, this behaves like none.

* maxi nuni The height of the tallest histogram bar is normalised to unity. For cumulative
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plots, this behaveslike hei ght .
* hei ght: Thetotal height of histogram barsis normalised to unity.

[Default: none]

snoot hN = +<wi dt h>| - <count > (BinSizer)
Configures the smoothing width for kernel density estimation. This is the characteristic width
of the kernel function to be convolved with the density to produce the visible plot.

If the supplied value is a positive number it is interpreted as a fixed width in the data
coordinates of the X axis (if the X axis is logarithmic, the value is a fixed factor). If it isa
negative number, then it will be interpreted as the approximate number of smooothing widths
that fit in the width of the visible plot (i.e. plot width / smoothing width). If the value is zero,
no smoothing is applied.

When setting this value graphically, you can use either the slider to adjust the bin count or the
numeric entry field to fix the bin width.

[Default: - 100]

thi ckN = <pixel s>  (Integer)
Thickness of plotted linein pixels.

[Default: 2]

transparencyN = 0..1 (Double)
Transparency with which components are plotted, in the range O (opaque) to 1 (invisible). The
valueis 1-apha

[Default: 0]

wei ght N = <num expr > (String)
Weighting of data points. If supplied, each point contributes a value to the histogram equal to
the data value multiplied by this coordinate. If not supplied, the effect is the same as supplying
afixed value of one.

The value is a numeric algebraic expression based on column names as described in Section
10.

xN = <numexpr>  (String)
Horizontal coordinate.

The value is a numeric algebraic expression based on column names as described in Section
10.

8.3.32 knn

Plots a Discrete Kernel Density Estimate giving a smoothed frequency of data values along the
horizontal axis, using an adaptive (K-Nearest-Neighbours) smoothing kernel. This is a
generalisation of a histogram in which the bins are always 1 pixel wide, and a smoothing kernel is
applied to each bin. The width and shape of the kernel may be varied.

The K-Nearest-Neighbour figure gives the number of points in each direction to determine the
width of the smoothing kernel for smoothing each bin. Upper and lower limits for the kernel width
are also supplied; if the upper and lower limits are equal, thisis equivalent to afixed-width kernel.

Note this is not a true Kernel Density Estimate, since, for performance reasons, the smoothing is
applied to the (pixel-width) bins rather than to each data sample. The deviation from a true KDE
caused by this quantisation will be at the pixel level, hence in most cases not visually apparent.

Usage Overview:
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| ayer N=knn col or N=<rr ggbb>| red| bl ue| ... transparencyN=0..1 knnN=<nunber >
synmmetri cN=true| fal se m nsnmoot hN=+<wi dt h>| - <count >
maxsnoot hN=+<wi dt h>| - <count >
ker nel N=squar e| | i near | epanechni kov| cos| cos2| gauss3| gauss6
cunul ati veN=none| forward| rever se
nor mal i seN=none| ar ea| uni t | maxi munj hei ght fill N=solid|line|sem
t hi ckN=<pi xel s> xN=<num expr > wei ght N=<num expr > i nN=<t abl e>
i fntN=<in-format> i streanN=true|fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:

15000

10000

S Q00

stilts plot2plane |ayerl=knn inl=rrlyrae.fits x1l=pl

col orN = <rrggbb>| red| bl ue| . .. (Color)
The color of plotted data, given by name or as a hexadecimal RGB value.

The standard plotting colour names are r ed, bl ue, gr een, grey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBlue t0o Yel |l owG een, listed eg. in the Extended color
keywor ds section of the CSS3 standard.

Alternatively, a six-digit hexadecimal number RRGGBB may be supplied, optionally prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "f f 00f f ", "#f f 00f f " Or "0xf f 00f f "
for magenta.

[Default: r ed]

cunul ati veN = none| f orward| rever se (Cumulation)
If set to forward/reverse the histogram bars plotted are calculated cumulatively; each bin
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includes the counts from all previous bins working up/down the independent axis.

Note that setting cumulative plotting may not make much sense with some other parameter
values, for instance averaging aggregation modes.

For reasons of backward compatibility, the valuest rue and f al se may be used as aliases for
f orwar d and none.

The available options are:

* none: Thevalue plotted for each bin uses the samples accumulated in that bin.

* forward: The value plotted for each bin uses the samples accumulated all the way from
negative infinity to that bin.

* reverse: The value plotted for each bin uses the samples accumulated all the way from
positive infinity to that bin.

[Default: none]

fillN = solid|line|seni (FillMode)
How the density function is represented.

The available options are:

* solid: areabetween level and axisisfilled with solid colour
* line:level ismarked by awiggly line
* semi:level ismarked by awiggly line, and areabelow it isfilled with atransparent colour

[Default: seni |

i cndN = <crds> (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

« AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not all formats can be streamed in this
way.

* A scheme specification of the form : <schene- nane>: <schene- ar gs>.

* A system command line with either a "<" character at the start, or a"| " character at the
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end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreanN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

kernel N = square| | i near | epanechni kov| cos| cos2| gauss3| gauss6 (Kernel1dShape)
The functional form of the smoothing kernel. The functions listed refer to the unscaled shape;
all kernels are normalised to give atotal area of unity.

The available options are:

squar e: Uniform value: f(x)=1, [x|=0..1

l'i near : Triangle: f(x)=1-|x|, [x|=0..1

epanechni kov: Parabola: f(x)=1-x*x, [x|=0..1

cos: Cosine: f(x)=cos(x*pi/2), [x|=0..1

cos2: Cosine squared: f(x)=cos"2(x*pi/2), [x|=0..1

gauss3: Gaussian truncated at 3.0 sigma: f(x)=exp(-x*x/2), [x|=0..3
gauss6: Gaussian truncated at 6.0 sigma: f(x)=exp(-x*x/2), [x|=0..6

[Default: epanechni kov]

knnN = <nurmber>  (Double)
Sets the number of nearest neighbours to count away from a sample point to determine the
width of the smoothing kernel at that point. For the symmetric case this is the number of
nearest neighbours summed over both directions, and for the asymmetric case it is the number
inasingle direction.

The threshold is actually the weighted total of samples; for unweighted (wei ght =1) binsthat is
equivalent to the number of samples.

[Default: 100]

maxsnoot hN = +<wi dt h>| - <count >  (BinSizer)
Fixes the maximum size of the smoothing kernel. This functions as an upper limit on the
distance that is otherwise determined by searching for the K nearest neighbours at each sample
point.

If the supplied value is a positive number it is interpreted as a fixed width in the data
coordinates of the X axis (if the X axis is logarithmic, the value is a fixed factor). If it isa
negative number, then it will be interpreted as the approximate number of smooothing widths
that fit in the width of the visible plot (i.e. plot width / smoothing width). If the value is zero,
no smoothing is applied.

When setting this value graphically, you can use either the slider to adjust the bin count or the
numeric entry field to fix the bin width.

[Default: - 100]

m nsnoot hN = +<wi dt h>| - <count>  (BinSizer)
Fixes the minimum size of the smoothing kernel. This functions as a lower limit on the
distance that is otherwise determined by searching for the K nearest neighbours at each sample
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point.

If the supplied value is a positive number it is interpreted as a fixed width in the data
coordinates of the X axis (if the X axis is logarithmic, the value is a fixed factor). If it isa
negative number, then it will be interpreted as the approximate number of smooothing widths
that fit in the width of the visible plot (i.e. plot width / smoothing width). If the value is zero,
no smoothing is applied.

When setting this value graphically, you can use either the slider to adjust the bin count or the
numeric entry field to fix the bin width.

[Default: 0]

normal i seN = none| ar ea| uni t | maxi munj hei ght (Normalisation)
Defines how, if at al, the bars of histogram-like plots are normalised or otherwise scaled
verticaly.

Note that some of the normalisation options may not make much sense with some other
parameter values, for instance averaging aggregation modes.

The available options are:

* none: No normalisation is performed.

* area: The total area of histogram bars is normalised to unity. For cumulative plots, this
behaves like hei ght .

* unit: Histogram bars are scaled by the inverse of the bin width in data units. For
cumulative plots, this behaves like none.

* maxi nuni The height of the tallest histogram bar is normalised to unity. For cumulative
plots, this behaveslike hei ght .

* hei ght: Thetotal height of histogram barsis normalised to unity.

[Default: none]

symetricN = true|fal se (Boolean)
If true, the nearest neigbour search is carried out in both directions, and the kernel is
symmetric. If false, the nearest neigbour search is carried out separately in the positive and
negative directions, and the kernel width is accordingly different in the positive and negative
directions.

[Default: true]

thi ckN = <pixel s>  (Integer)
Thickness of plotted linein pixels.

[Default: 2]

transparencyN = 0..1 (Double)
Transparency with which components are plotted, in the range O (opaque) to 1 (invisible). The
valueis 1-apha

[Default: 0]

wei ght N = <numexpr>  (String)
Weighting of data points. If supplied, each point contributes a value to the histogram equal to
the data value multiplied by this coordinate. If not supplied, the effect is the same as supplying
afixed value of one.

The value is a numeric algebraic expression based on column names as described in Section
10.

xN = <numexpr>  (String)
Horizontal coordinate.

The value is a numeric algebraic expression based on column names as described in Section
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8.3.33 densogr am

Represents smoothed density of data values along the horizontal axis using a colourmap. This is
like a Kernel Density Estimate (smoothed histogram with bins 1 pixel wide), but instead of
representing the data extent vertically as bars or a line, values are represented by a fixed-size
pixel-width column of a colour from a colour map. A smoothing kernel, whose width and shape
may be varied, is applied to each data point.

A weighting may be applied to the calculated levels by supplying the wei ght coordinate. In this
case you can choose how these weights are aggregated in each pixel bin using the conbi ne
parameter. The result is something like a smoothed version of the corresponding weighted
histogram. Note that some combinations of the available parameters (e.g. a normalised cumulative
median-aggregated KDE) may not make much visual sense.

Thisisarather unconventional way to represent density data, and this plotting mode is probably not
very useful. But hey, nobody's forcing you to useit.

Usage Overview:

| ayer N=densogr am col or N=<rrggbb>| red| bl ue| ... snpot hN=+<wi dt h>| - <count >
ker nel N=squar e| | i near | epanechni kov| cos| cos2| gauss3| gauss6
densemapN=<map- nanme>| <col or >- <col or >[ - <col or>. . .]
densecl i pN=<I 0>, <hi > densefli pN=true|fal se
densequant N=<nunber > densesubN=<| 0>, <hi >
densef uncN=l og| | i near | hi st ogran] hi stol og| sqrt| squar e| acos| cos
currul at i veN=none| f orwar d| reverse si zeN=<pi xel s>
posN=<fraction> xN=<num expr > wei ght N=<num expr >
i NN=<t abl e> i fm N=<in-format> istreamN\=true|fal se
i cmdN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:
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1.0 [
0.8
0. &
—
0.4 f \.\
0.2
0 ' —ﬁm P ;
002 005 0l 0.2 0.5 1 2
heqootipmra_error, pmdec_error)
stilts plot2plane in=tgas_source.fits x=hypot(pnra_error, pndec_error)
x| og=t rue nor mal i se=maxi mum
col or=grey | ayer 1=hi st ogram | ayer 2=kde
| ayer 3=densogr am densenap3=skybl ue-yel | ow hot pi nk densef unc3=l og
si ze3=50 pos3=0.5
col orN = <rrggbb>| red| bl ue| . .. (Color)

The color of plotted data, given by name or as a hexadecimal RGB value.

The standard plotting colour names are r ed, bl ue, gr een, grey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBlue t0o Yel |l owG een, listed eg. in the Extended color
keywor ds section of the CSS3 standard.

Alternatively, a six-digit hexadecima number RRGGBB may be supplied, optionally prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "f f 00f f ", "#f f 00f f " or "0xf f 00f f "
for magenta.

[Default: r ed]

cunul ativeN = none| forward| reverse  (Cumulation)
If set to forward/reverse the histogram bars plotted are calculated cumulatively; each bin
includes the counts from all previous bins working up/down the independent axis.

Note that setting cumulative plotting may not make much sense with some other parameter
values, for instance averaging aggregation modes.

For reasons of backward compatibility, the valuest rue and f al se may be used as aliases for
f orwar d and none.

The available options are:
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* none: Thevalue plotted for each bin uses the samples accumulated in that bin.

* forward: The value plotted for each bin uses the samples accumulated all the way from
negative infinity to that bin.

* reverse: The value plotted for each bin uses the samples accumulated all the way from
positive infinity to that bin.

[Default: none]

denseclipN = <l o> <hi>  (Subrange)
Defines a subrange of the colour ramp to be used for Density shading. The valueis specified as
a (low,high) comma-separated pair of two numbers between 0 and 1.

If the full range o, 1 is used, the whole range of colours specified by the selected shader will be
used. But if for instance avalue of 0, 0. 5 isgiven, only those colours at the left hand end of the
ramp will be seen.

If the null (default) value is chosen, a default clip will be used. This generally covers most or
all of the range 0-1 but for colour maps which fade to white, a small proportion of the lower
end may be excluded, to ensure that all the colours are visually distinguishable from a white
background. This default is usually agood ideaif the colour map is being used with something
like a scatter plot, where markers are plotted against a white background. However, for
something like a density map when the whole plotting areais tiled with colours from the map,
it may be better to supply the whole range o, 1 explicitly.

denseflipN = true|fal se (Boolean)
If true, the colour map on the Density axis will be reversed.

[Default: f al se]

densefuncN = | og| | i near | hi st ogranj hi st ol og| sqrt | squar e| acos| cos (Scaling)
Defines the way that values in the Density range are mapped to the selected colour ramp.

The available options are:

| og: Logarithmic scaling

l'i near : Linear scaling

hi st ogr ani Scaling follows data distribution, with linear axis

hi st ol og: Scaling follows data distribution, with logarithmic axis
sqrt : Square root scaling

squar e: Square scaling

acos: Arccos Scaling

cos: Cos Scaling

For all these options, the full range of data values is used, and displayed on the colour bar if
applicable (though it can be restricted using the densesub option) The Li near, Log, Squar e and
Sqrt options just apply the named function to the full data range. The histogram options on the
other hand use a scaling function that corresponds to the actual distribution of the data, so that
there are about the same number of points (or pixels, or whatever is being scaled) of each
colour. The histogram options are somewhat more expensive, but can be a good choice if you
are exploring data whose distribution is unknown or not well-behaved over its min-max range.
The Hi st ogram and Hi st oLog options both assign the colours in the same way, but they
display the colour ramp with linear or logarithmic annotation respectively; the Hi st oLog
option aso ignores non-positive values.

[Default: Ii near ]

densemapN = <map- nane>| <col or >- <col or >[ - <col or >. . . ] (Shader)

Color map used for Density axis shading.

A mixed bag of colour ramps are available: i nferno, magma, plasma, viridis, cividis,
cubehel i x, sron, rainbow, rainbow2, rai nbow3, pastel, accent, gnuplot, gnuplot?2,
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, setl, paired, hot col d, rdbu, pi yg, br bg, cyan- magent a, r ed- bl ue, brg, heat, col d, | i ght,
greyscal e, col our, st andar d, bugn, bupu, orrd, pubu, purd, pai nbow, huecl , hue, i ntensity,
rgb_red, rgb_green, rgb_blue, hsv_h, hsv_s, hsv_v, yuv_y, yuv_u, yuv_v, scal e_hsv_s,
scal e_hsv_v, scal e_yuv_y, mask, bl acker, whiter, transparency. Note: many of these,
including rainbow-like ones, are frowned upon by the visualisation community.

You can also construct your own custom colour map by giving a sequence of colour names
separated by minus sign ("- ") characters. In this case the ramp is a linear interpolation between
each pair of colours named, using the same syntax as when specifying a colour value. So for
instance "yel | ow hot pi nk- #0000f f " would shade from yellow via hot pink to blue.

[Default: i nf er no]

densequant N = <nunber > (Double)
Allows the colour map used for the Density axis to be quantised. If an integer value N is
chosen then the colour map will be viewed as N discrete evenly-spaced levels, so that only N
different colours will appear in the plot. This can be used to generate a contour-like effect, and
may make it easier to trace the boundaries of regions of interest by eye.

If left blank, the colour map is nominally continuous (though in practice it may be quantised to
amedium-sized number like 256).

densesubN = <I 0>, <hi > (Subrange)
Defines a normalised adjustment to the data range of the Density axis. The value may be
specified as a comma-separated pair of two numbers, giving the lower and upper bounds of the
range of of interest respectively. This sub-range is applied to the data range that would
otherwise be used, either automatically calculated or explicitly supplied; zero corresponds to
the lower bound and one to the upper.

The default value "0, 1" therefore has no effect. The range could be restricted to its lower half
with thevalueo, 0. 5.

[Default: o, 1]

icmiN = <cmds>  (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file filenane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. Thisflag can be used if you know what format your tableisin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

« A filename.
« AURL.
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* The special value "-", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreanN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

kernel N = square| | i near | epanechni kov| cos| cos2| gauss3| gauss6 (Kernel1dShape)
The functional form of the smoothing kernel. The functions listed refer to the unscaled shape;
all kernels are normalised to give atotal area of unity.

The available options are:

squar e: Uniform value: f(x)=1, [x|=0..1

l'i near : Triangle: f(x)=1-|x|, [x|=0..1

epanechni kov: Parabola: f(x)=1-x*x, [x|=0..1

cos: Cosine: f(x)=cos(x*pi/2), [x|=0..1

cos2: Cosine squared: f(x)=cos"2(x*pi/2), [x|=0..1

gauss3: Gaussian truncated at 3.0 sigma: f(x)=exp(-x*x/2), [x|=0..3
gauss6: Gaussian truncated at 6.0 sigma: f(x)=exp(-x*x/2), [x|=0..6

[Default: epanechni kov]

posN = <fraction>  (Double)
Determines where on the plot region the density bar appears. The value should be in the range
0..1; zero corresponds to the bottom of the plot and one to the top.

[Default: 0. 05]

sizeN = <pixel s>  (Integer)
Height of the density bar in pixels.

[Default: 12]

smoot hN = +<wi dt h>| - <count>  (BinSizer)
Configures the smoothing width for kernel density estimation. This is the characteristic width
of the kernel function to be convolved with the density to produce the visible plot.

If the supplied value is a positive number it is interpreted as a fixed width in the data
coordinates of the X axis (if the X axis is logarithmic, the value is a fixed factor). If it isa
negative number, then it will be interpreted as the approximate number of smooothing widths
that fit in the width of the visible plot (i.e. plot width / smoothing width). If the value is zero,
no smoothing is applied.

When setting this value graphically, you can use either the slider to adjust the bin count or the
numeric entry field to fix the bin width.

[Default: - 100]
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wei ght N = <num expr > (String)
Weighting of data points. If supplied, each point contributes a value to the histogram equal to
the data value multiplied by this coordinate. If not supplied, the effect is the same as supplying
afixed value of one.

The value is a numeric algebraic expression based on column names as described in Section
10.

xN = <num expr > (String)
Horizontal coordinate.

The value is a numeric algebraic expression based on column names as described in Section
10.

8.3.34 gaussi an

Plots a best fit Gaussian to the histogram of a sample of data. In fact, al this plotter does is to
calculate the mean and standard deviation of the sample, and plot the corresponding Gaussian
curve. The mean and standard deviation values are reported by the plot.

The nor mal i se config option, perhaps in conjunction with bi nsi ze, can be used to scale the height
of the plotted curve in data units. In this case, bi nsi ze just describes the bar width of a notional
histogram whose outline the plotted Gaussian should try to fit, and is only relevant for some of the
normalisation options.

Usage Overview:

| ayer N=gaussi an col or N=<rr ggbb>| red| bl ue| ... showneanN=true|fal se
t hi ckN=<pi xel s> dashN=dot | dash|...|<a,b,...>
antialiasN=true|fal se
nor mal i seN=none| ar ea| uni t | maxi mumn| hei ght
bi nsi zeN=+<wi dt h>| - <count > xN=<num expr > wei ght N=<num expr >
i NN=<t abl e> i fnm N=<i n-format> istreanN=true|fal se
i cmdN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:



SUN/256 207

1200

1000

S00

= B00

00

2000

19 20 21 23 23 24 25 26
mac_dc_sh

stilts plot2plane in=ngc_ok.fits x=ngc_dc_sb
| ayer 1=hi st ogr am col or 1=gr een
| ayer 2=gaussi an col or 2=grey thi ck2=3
ymax=1200

antialiasN = true|false  (Boolean)
If true, plotted lines are drawn with antialising. Antialised lines look smoother, but may take
perceptibly longer to draw. Only has any effect for bitmapped output formats.

[Default: f al se]

bi nsi zeN = +<wi dt h>| -<count>  (BinSizer)
Configures the width of histogram bins. If the supplied string is a positive number, it is
interpreted as a fixed width in the data coordinates of the X axis (if the X axis is logarithmic,
the value is a fixed factor). If it is a negative number, then it will be interpreted as the
approximate number of bins to display across the width of the plot (though an attempt is made
to use only round numbers for bin widths).

When setting this value graphically, you can use either the slider to adjust the bin count or the
numeric entry field to fix the bin width.

[Default: - 30]

col orN = <rrggbb>| red| bl ue] . .. (Color)
The color of plotted data, given by name or as a hexadecimal RGB value.

The standard plotting colour names are r ed, bl ue, gr een, grey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBl ue to Yel | owG een, listed eg. in the Extended color
keywor ds section of the CSS3 standard.

Alternatively, a six-digit hexadecima number RRGGBB may be supplied, optionally prefixed
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by "#" or "ox", giving red, green and blue intensities, e.g. "f f 00f f ", "#f f 00f f " Or "0xf f 00f f "
for magenta.

[Default: r ed]

dashN = dot | dash|...|<a,b,...> (float[])
Determines the dash pattern of the line drawn. If null (the default), the lineis solid.

Possible values for dashed lines are dot, dash, | ongdash, dotdash. You can aternatively
supply a comma-separated list of on/off length values such as "4, 2, 8, 2".

i cndN = <crds> (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

« AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not all formats can be streamed in this
way.

* A scheme specification of the form : <schene- nane>: <schene- ar gs>.

* A system command line with either a "<" character at the start, or a"| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreanN = true|false  (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]
normal i seN = none| ar ea] uni t | maxi nunj hei ght (Normalisation)
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Defines how, if at al, the bars of histogram-like plots are normalised or otherwise scaled
verticaly.

Note that some of the normalisation options may not make much sense with some other
parameter values, for instance averaging aggregation modes.

The available options are:

* none: No normalisation is performed.

* area: Thetotal area of histogram bars is normalised to unity. For cumulative plots, this
behaves like hei ght .

* unit: Histogram bars are scaled by the inverse of the bin width in data units. For
cumulative plots, this behaves like none.

* maxi nuni The height of the tallest histogram bar is normalised to unity. For cumulative
plots, this behaveslike hei ght .

* hei ght: Thetotal height of histogram barsis normalised to unity.

[Default: none]

showneanN = true|fal se (Boolean)
If true, alineis drawn at the position of the calculated mean.

[Default: t rue]

thi ckN = <pixel s>  (Integer)
Thickness of plotted linein pixels.

[Default: 1]

wei ght N = <num expr > (String)
Weighting of data points. If supplied, each point contributes a value to the histogram equal to
the data value multiplied by this coordinate. If not supplied, the effect is the same as supplying
afixed value of one.

The value is a numeric algebraic expression based on column names as described in Section
10.

xN = <num expr > (String)
Horizontal coordinate.

The value is a numeric algebraic expression based on column names as described in Section
10.

8.3.35functi on

Plots an analytic function. This layer is currently only available for the Plane plots (including
histogram).

Usage Overview:

| ayer N=f uncti on axi sN=Hori zontal | Verti cal xnameN=<nane> fexpr N=<expr >
col or N=<rrggbb>| red| bl ue| ... thi ckN=<pi xel s>
dashN=dot | dash|...|<a,b,...> antialiasN=true|fal se

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:
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stilts plot2plane | ayerl=function fexprl=sin(x)/x thickl=3
xm n=0 xmax=30 yni n=-0.25 ynax=0. 25

antialiasN = true|false  (Boolean)
If true, plotted lines are drawn with antialising. Antialised lines look smoother, but may take
perceptibly longer to draw. Only has any effect for bitmapped output formats.

[Default: f al se]

axi SN = Horizontal | Verti cal (FuncAxis)
Which axis the independent variable varies along. Options are currently Horizontal and
Vertical .

[Default: Hori zont al |

col orN = <rrggbb>| red| bl ue] . .. (Color)
The color of plotted data, given by name or as a hexadecimal RGB value.

The standard plotting colour names are r ed, bl ue, gr een, grey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBlue tO Yell owGeen, listed e.g. in the Extended color
keywor ds section of the CSS3 standard.

Alternatively, a six-digit hexadecima number RRGGBB may be supplied, optionally prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "f f 0of f ", "#f f 00f f " Or "0xf f 00f f "
for magenta.

[Default: red]

dashN = dot|dash|...|<a,b,...>  (float[])
Determines the dash pattern of the line drawn. If null (the default), the lineis solid.
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Possible values for dashed lines are dot, dash, | ongdash, dotdash. You can aternatively
supply a comma-separated list of on/off length values such as "4, 2, 8, 2".

fexprN = <expr> (String)
An expression using TOPCAT's expression language in terms of the independent variable to
define the function. This expression must be standalone - it cannot reference any tables.

thi ckN = <pixel s>  (Integer)
Thickness of plotted linein pixels.

[Default: 1]

xnameN = <name> (String)
Name of the independent variable for use in the function expression. This is typically x for a
horizontal independent variable and y for a vertical independent variable, but any string that is
a legal expression language identifier (starts with a letter, continues with letters, numbers,
underscores) can be used.

[Default: x]

8.3.36 skyvect or

Plots directed lines from the data position given delta values for the coordinates The plotted
markers are typically little arrows, but there are other options.

The dimensions of the plotted vectors are given by the dl on and dl at coordinates. The units of
these values are specified using the uni t option. If only the relative rather than the absolute sizes
are required on the plot, or if the units are not known, the special value uni t =scal ed may be used;
this applies a non-physical scaling factor to make the vectors appear at some reasonable size in the
plot. When unit=scal ed vectors will keep approximately the same screen size during zoom
operations; when one of the angular units is chosen, they will keep the same size in data
coordinates.

Additionally, the scal e option may be used to scale all the plotted vectors by a given factor to make
them all larger or smaller.

Usage Overview:

| ayer N=skyvector arrowN=smal | _arrow| medi umarrow ... thickN=<int-val ue>
uni t N=scal ed| radi an| degr ee| m nut e| ar csec| nas| uas
scal eN=<nunber >
shadi ngN=aut o| f| at | transl ucent | transpar ent | densi t y| aux| wei ght ed <shade- par
| onN=<deg- expr> | at N=<deg- expr > dl onN=<num expr >
dl at N=<num expr > i nN=<t abl e> i f mt N=<i n-f or mat >
i streamN=true| fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:
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stilts plot2sky in=tgas_source.fits lon=ra | at=dec
| ayer 1=nar k
| ayer 2=skyvect or
dl on2=pnr a dl at 2=pndec uni t 2=scal ed arrow2=nedi um arr ow
cl on=56. 75 cl at =24. 10 radi us=1.5

arrowmN = smal | _arrow medi umarrow . .. (MultiPointShape)
How arrows are represented.

The available options are:

smal | _arrow

medi um_ar r ow

| arge_arrow

smal | _open_dart
nmedi um open_dart
| ar ge_open_dart
smal |l _filled_dart
medi um filled_dart
large_filled_dart
lines
capped_Il i nes

[Default: smal | _arr ow]

dlatN = <numexpr>  (String)
Change in the latitude coordinate represented by the plotted vector. The units of this angular
extent are determined by the uni t option.

The value is a numeric algebraic expression based on column names as described in Section
10.
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dl onN = <num expr > (String)
Change in the longitude coordinate represented by the plotted vector. The supplied value is
considered to be premultiplied by cos(Latitude). The units of this angular extent are
determined by the uni t option.

The value is a numeric algebraic expression based on column names as described in Section
10.

i cmdN = <crds> (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

« AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not all formats can be streamed in this
way.

* A scheme specification of the form : <schene- nane>: <schene- ar gs>.

* A system command line with either a "<" character at the start, or a"| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its

standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreanN = true|false  (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

latN = <deg-expr>  (String)
Latitude in decimal degrees.

The value is a numeric algebraic expression based on column names as described in Section
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10.

| onN = <deg- expr > (String)
Longitude in decimal degrees.

The value is a numeric algebraic expression based on column names as described in Section
10.

scal eN = <nunber > (Double)
Scales the size of variable-sized markers like vectors and ellipses. The default value is 1,
smaller or larger values multiply the visible sizes accordingly.

The main purpose of this option is to tweak the visible sizes of the plotted markers for better
visibility. The uni t option is more convenient to account for the units in which the angular
extent coordinates are supplied. If the markers are supposed to be plotted with their absolute
angular extents visible, this option should be set to its default value of 1.

[Default: 1]

shadi ngN = auto|flat|translucent|transparent|density|aux|wei ghted <shade- paranmsN>
(ShapeMode)
Determines how plotted objectsin layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

auto (Section 8.4.1)

flat (Section 8.4.2)
translucent (Section 8.4.3)
transparent (Section 8.4.4)
density (Section 8.4.5)

aux (Section 8.4.6)

wei ghted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: aut o]

thi ckN = <int-value>  (Integer)
Controls the line thickness used when drawing shapes. Zero, the default value, means a
1-pixel-wide line is used. Larger values make drawn lines thicker, but note changing this value
will not affect all shapes, for instance filled rectangles contain no line drawings.

[Default: 0]

unit N = scal ed| radi an| degr ee| ni nut e| ar csec| nas| uas (AngleUnit)
Defines the units in which the angular extents are specified. Options are degrees, arcseconds
etc. If the special value scal ed is given then a non-physical scaling is applied to the input
values to make the the largest markers appear at a reasonable size (afew tens of pixels) in the
plot.

Note that the actual plotted size of the markers can also be scaled using the scal e option; these
two work together to determine the actual plotted sizes.

The available options are:

scal ed: anon-physical scaling is applied based on the size of values present
radi an: radians

degr ee: degrees

m nut e: arcminutes

ar csec: arcseconds

mas: milli-arcseconds

uas: micro-arcseconds
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[Default: degr ee]

8.3.37 skyel | i pse

Plots an ellipse (or rectangle, triangle, or other similar figure) defined by two principal radii and an
optional angle of rotation, the so-called position angle. This angle, if specified, is in degrees and
gives the angle from the North pole towards the direction of increasing longitude on the longitude
axis.

The dimensions of the plotted ellipses are given by the ra and r b coordinates. The units of these
values are specified using the uni t option. If only the relative rather than the absolute sizes are
required on the plot, or if the units are not known, the specia value uni t =scal ed may be used; this
applies a non-physical scaling factor to make the ellipses appear at some reasonable size in the plot.
When uni t =scal ed €ellipses will keep approximately the same screen size during zoom operations;
when one of the angular unitsis chosen, they will keep the same size in data coordinates.

Additionally, the scal e option may be used to scale all the plotted ellipses by a given factor to
make them all larger or smaller.

Usage Overview:

| ayer N=skyel | i pse el lipseN=el|ipse|crosshair_ellipse|... thickN=<int-value>
uni t N=scal ed| radi an| degr ee| m nut e| ar csec| nas| uas
scal eN=<nunber >
shadi ngN=aut o] fl at | transl ucent | t ranspar ent | densi t y| aux| wei ght ed <shade- pe
| onN=<deg- expr > | at N=<deg- expr > r aN=<num expr >
r bN=<num expr > posangN=<deg- expr > i nN=<t abl e>
i fmN=<in-format> i streamN\=true|fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:
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stilts plot2sky in=ngc_ok.fits
| on=ngc_al pha_j 2000 | at =ngc_del ta_j 2000
ra=bul ge_re rb=bul ge_re*bul ge_e unit=arcsec posang=bul ge_pa
scal e=10 col or =#ccO00f f
| ayer 1=skyel | i pse el lipsel=filled_ellipse shadi ngl=transparent opaquel=4
| ayer 2=skyel | i pse el | i pse2=crosshair_elli pse
cl on=180.1 cl at =0 radi us=0. 25

ellipseN = el lipse|lcrosshair_ellipse|... (MultiPointShape)
How ellipses are represented.

The available options are:

ellipse
crosshair_ellipse
filled_ellipse
rectangl e
crosshair_rectangl e
filled_rectangle
open_triangl e
filled_triangle
lines
capped_Il i nes

arr ows

[Default: el 1i pse]

icmdN = <cmds>  (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
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can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <t abl e> (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

| at N = <deg- expr > (String)
Latitude in decimal degrees.

The value is a numeric algebraic expression based on column names as described in Section
10.

lonN = <deg-expr>  (String)
Longitude in decimal degrees.

The value is a numeric algebraic expression based on column names as described in Section
10.

posangN = <deg- expr > (String)
Orientation of the ellipse. The value is the angle in degrees from the North pole to the primary
axis of the ellipsein the direction of increasing longitude.

The value is a numeric algebraic expression based on column names as described in Section
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10.

raN = <num expr > (String)
Ellipse first principal radius. The units of this angular extent are determined by the unit
option.

The value is a numeric algebraic expression based on column names as described in Section
10.

rbN = <num expr> (String)
Ellipse second principal radius. The units of this angular extent are determined by the uni t
option. If this value is blank, the two radii will be assumed equal, i.e. the ellipses will be
circles.

The value is a numeric algebraic expression based on column names as described in Section
10.

scal eN = <nunber>  (Double)
Scales the size of variable-sized markers like vectors and ellipses. The default value is 1,
smaller or larger values multiply the visible sizes accordingly.

The main purpose of this option is to tweak the visible sizes of the plotted markers for better
visibility. The uni t option is more convenient to account for the units in which the angular
extent coordinates are supplied. If the markers are supposed to be plotted with their absolute
angular extents visible, this option should be set to its default value of 1.

[Default: 1]

shadi ngN = auto|flat|translucent|transparent|density|aux|wei ghted <shade- paranmsN>
(ShapeMode)
Determines how plotted objectsin layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

auto (Section 8.4.1)

flat (Section 8.4.2)
translucent (Section 8.4.3)
transparent (Section 8.4.4)
density (Section 8.4.5)

aux (Section 8.4.6)

wei ghted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: aut o]

thi ckN = <int-value>  (Integer)
Controls the line thickness used when drawing shapes. Zero, the default value, means a
1-pixel-wide line is used. Larger values make drawn lines thicker, but note changing this value
will not affect all shapes, for instance filled rectangles contain no line drawings.

[Default: 0]

uni t N = scal ed| radi an| degr ee| ni nut e| ar csec| nas| uas (AngleUnit)
Defines the units in which the angular extents are specified. Options are degrees, arcseconds
etc. If the special value scal ed is given then a non-physical scaling is applied to the input
values to make the the largest markers appear at a reasonable size (a few tens of pixels) in the
plot.

Note that the actual plotted size of the markers can aso be scaled using the scal e option; these
two work together to determine the actual plotted sizes.

The available options are:
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scal ed: anon-physical scaling is applied based on the size of values present
radi an: radians

degr ee: degrees

m nut e: arcminutes

ar csec: arcseconds

mas: milli-arcseconds

uas: micro-arcseconds

[Default: degr ee]

8.3.38 skycorr

Plots an error ellipse (or rectangle or other similar figure) on the sky defined by errors in the
longitude and latitude directions, and a correlation between the two errors.

The error in longitude is considered to be premultiplied by the cosine of the latitude, i.e. both errors
correspond to angular distances along agreat circle.

The supplied correlation is a dimensionless value in the range -1..+1 and is equal to the covariance
divided by the product of the lon and lat errors. The covariance matrix isthus:

[ lonerr*lonerr | onerr*laterr*corr ]
[ lonerr*laterr*corr laterr*laterr ]

The dimensions of the plotted ellipses are given by thel onerr and | at err coordinates. The units of
these values are specified using the uni t option. If only the relative rather than the absolute sizes
are required on the plot, or if the units are not known, the special value uni t =scal ed may be used;
this applies a non-physical scaling factor to make the ellipses appear at some reasonable size in the
plot. When unit=scal ed €llipses will keep approximately the same screen size during zoom
operations; when one of the angular units is chosen, they will keep the same size in data
coordinates.

Additionally, the scal e option may be used to scale al the plotted €ellipses by a given factor to
make them all larger or smaller.

This plot type is suitable for use with the ra_error, dec_error and ra_dec_corr columns in the
Gaia source catalogue. Note that Gaia positional errors are generally quoted in milli-arcseconds, so
you should set uni t =mas. Note also that in most plots Gaia positional errors are much too small to
Seel

Usage Overview:

| ayer N=skycorr ellipseN=ellipse|crosshair_ellipse|... thickN=<int-value>
uni t N=scal ed| radi an| degr ee| m nut e| ar csec| mas| uas
scal eN=<nunber >
shadi ngN=aut o| f1 at | transl ucent | transpar ent | densi t y| aux| wei ght ed <shade- par ar
| onN=<deg- expr > | at N=<deg- expr > | onerr N=<num expr >
| at err N=<num expr > corr N=<num expr > i nN=<t abl e>
ifntN=<in-format> i streanN=true|fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:
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-17"10

-17%20

_17°20 %Qﬁ% —
_17740 —

) L —

1&hd 4o 1&h23mon 1&hd 2o 16&hd 1mod 1&hd Qoo

stilts plot2sky in=tgas_source.fits
| on=ra | at =dec
i cmd=" sel ect ra>245. 1&&r a<245. 9&&dec>- 17. 8&&dec<-17. 2
col or =bl ue
I ayer 1=nmar k
uni t =mas scal e=2e5
ra2=ra_error rb2=dec_error posang2=90
col or 2=or ange shadi ng2=t r anspar ent
| ayer 2a=skyel | i pse el lipse2a=filled_rectangl e opaque2a=6
| ayer 2b=skyel | i pse el |l i pse2b=crosshair_rectangl e opaque2b=2
| ayer 3=skycorr
| onerr3=ra_error |aterr3=dec_error corr3=ra_dec_corr
el li pse3=crosshair_ellipse

corrN = <numexpr>  (String)
Correlation between the errorsin longitude and latitude. Thisis a dimensionless quantity in the
range -1..+1, and is equivalent to the covariance divided by the product of the Longitude and
Latitude error values themselves. It correspondsto thera_dec_corr value supplied in the Gaia
source catalogue.

The value is a numeric algebraic expression based on column names as described in Section
10.

el lipseN = el lipse|crosshair_ellipse|... (MultiPointShape)
How ellipses are represented.

The available options are:

ellipse
crosshair_ellipse
filled_ellipse
rectangl e
crosshair_rectangl e
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filled_rectangle
open_triangle
filled_triangle
lines
capped_I i nes
arrows

[Default: el i pse]

i cndN = <crds> (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

* A filename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a"”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

latN = <deg-expr>  (String)
Latitude in decimal degrees.
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The value is a numeric algebraic expression based on column names as described in Section
10.

laterrN = <num expr > (String)
Error in the latitude coordinate. The units of this angular extent are determined by the uni t
option.

The value is a numeric algebraic expression based on column names as described in Section
10.

| onN = <deg- expr > (String)
Longitude in decimal degrees.

The value is a numeric algebraic expression based on column names as described in Section
10.

| onerrN = <num expr > (String)
Error in the longitude coordinate. The supplied value is considered to be premultiplied by
cos(L atitude). The units of this angular extent are determined by the uni t option.

The value is a numeric algebraic expression based on column names as described in Section
10.

scal eN = <nunber > (Double)
Scales the size of variable-sized markers like vectors and ellipses. The default value is 1,
smaller or larger values multiply the visible sizes accordingly.

The main purpose of this option is to tweak the visible sizes of the plotted markers for better
visibility. The uni t option is more convenient to account for the units in which the angular
extent coordinates are supplied. If the markers are supposed to be plotted with their absolute
angular extents visible, this option should be set to its default value of 1.

[Default: 1]

shadi ngN = auto|flat|translucent|transparent|density|aux|weighted <shade- paranmsN>
(ShapeMode)
Determines how plotted objects in layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

auto (Section 8.4.1)

flat (Section 8.4.2)

transl ucent (Section 8.4.3)
transparent (Section 8.4.4)
density (Section 8.4.5)

aux (Section 8.4.6)

wei ghted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: aut o]

thi ckN = <int-value>  (Integer)
Controls the line thickness used when drawing shapes. Zero, the default value, means a
1-pixel-wide line is used. Larger values make drawn lines thicker, but note changing this value
will not affect all shapes, for instance filled rectangles contain no line drawings.

[Default: 0]

unit N = scal ed| radi an| degr ee| ni nut e| ar csec| nas| uas (AngleUnit)
Defines the units in which the angular extents are specified. Options are degrees, arcseconds
etc. If the special value scal ed is given then a non-physical scaling is applied to the input
values to make the the largest markers appear at a reasonable size (afew tens of pixels) in the
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plot.

Note that the actual plotted size of the markers can aso be scaled using the scal e option; these
two work together to determine the actual plotted sizes.

The available options are:

scal ed: anon-physical scaling is applied based on the size of values present
radi an: radians

degr ee: degrees

m nut e: arcminutes

ar csec: arcseconds

mas: milli-arcseconds

uas: micro-arcseconds

[Default: degr ee]

8.3.39 skydensi ty

Plots a density map on the sky. The grid on which the values are drawn uses the HEALPix
tesselation, with a configurable resolution. You can optionally use a weighting for the points, and
you can configure how the points are combined to produce the output pixel values.

The way that data values are mapped to colours is usually controlled by options at the level of the
plot itself, rather than by per-layer configuration.

Usage Overview:

| ayer N=skydensity | evel N=<-rel -1 evel | +abs- | evel >
conbi neN=sum| sum per-unit|count|...
per uni t N=st er adi an| degr ee2| arcm n2| ar csec2| mas2| uas2
transparencyN=0. .1 | onN=<deg- expr> | at N=<deg- expr >
wei ght N=<num expr > i nN=<t abl e> | f nt N=<i n-f or mat >
i streanN=true| fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:

parallax [ mas

stilts plot2sky in=tgas_source.fits lon=l lat=b
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| ayer 1=skydensi ty wei ght 1=par al | ax conbi nel=nean | evel 1=4
proj ection=aitoff auxmap=PuRd auxfunc=hi st ogram
Xpi x=540 ypi x=250

conbi neN = sunj sum per-unit|count]|... (Combiner)
Defines how values contributing to the same density map bin are combined together to
produce the value assigned to that bin, and hence its colour. The combined values are the
weights, but if the wei ght isleft blank, aweighting of unity is assumed.

For density-like values (count - per - uni t, sum per - uni t ) the scaling is additionally influenced
by the per uni t parameter.

The available options are:

sum the sum of all the combined values per bin

sum per - uni t : the sum of all the combined values per unit of bin size
count : the number of non-blank values per bin (weight isignored)
count - per - uni t : the number of non-blank values per unit of bin size (weight isignored)
mean: the mean of the combined values

nedi an: the median

ql: first quartile

g3: third quartile

nmi n: the minimum of al the combined values

max: the maximum of all the combined values

st dev: the sample standard deviation of the combined values

hi t : 1if any values present, NaN otherwise (weight isignored)

[Default: sum per - unit]

icmdN = <cmds>  (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an external file, by using the indirection character
'@'. Thus a value of "@i | ename" causes the file fil ename to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmtN = <in-format>  (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. Thisflag can be used if you know what format your tableisin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

* A filename.

« A URL.

e The special value "-", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not all formats can be streamed in this

way.
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* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreanN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

latN = <deg-expr>  (String)
Latitude in decimal degrees.

The value is a numeric algebraic expression based on column names as described in Section
10.

level N = <-rel -1evel | +abs-1evel >  (Integer)
Determines the HEALPix level of pixelswhich are averaged over to calculate density.

If the supplied value is a non-negative integer, it gives the absolute level to use; at level O there
are 12 pixels on the sky, and the count multiplies by 4 for each increment.

If the value is negative, it represents arelative level; it is approximately the (negative) number
of screen pixels along one side of aHEALPix sky pixel. In this case the actual HEALPix level
will depend on the current zoom.

[Default: - 3]

| onN = <deg- expr > (String)
Longitude in decimal degrees.

The value is a numeric algebraic expression based on column names as described in Section
10.

peruni tN = steradi an| degr ee2| arcmi n2| ar csec2| nas2| uas?2 (SolidAngleUnit)
Defines the unit of sky area used for scaling density-like combinations (e.g.
conbi ne=count - per-uni t Of sum per-unit). If the Combination mode is calculating values
per unit area, this configures the area scale in question. For non-density-like combination
modes (e.g. conbi ne=sumor nean) it has no effect.

The available options are:

st er adi an: (180/Pi)"2 deg"2

degr ee2: square degrees

ar cmi n2: square arcminute, (1/60)"2 deg"2

ar csec2: square arcsecond, (1/3600)"2 deg"2
mas2: square milliarcsecond, (.001/3600)"2 deg"2
uas2: square microarcsecond, (1e-6/3600)"2 deg"2

[Default: degr ee2]

transparencyN = 0..1  (Double)
Transparency with which components are plotted, in the range O (opague) to 1 (invisible). The
valueis 1-apha
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[Default: 0]

wei ght N = <num expr > (String)
Weighting of data points. If supplied, each point contributes a value to the histogram equal to
the data value multiplied by this coordinate. If not supplied, the effect is the same as supplying
afixed value of one.

The value is a numeric algebraic expression based on column names as described in Section
10.

8.3.40 heal pi x

Plots a table representing HEALPix pixels on the sky. Each row represents a single HEALPix tile,
and avalue from that row is used to colour the corresponding region of the sky plot.

The way that data values are mapped to colours is usually controlled by options at the level of the
plot itself, rather than by per-layer configuration.

Usage Overview:

| ayer N=heal pi x dat al evel N=<i nt - val ue> dat asysN=<val ue>
vi ewsysN=equat ori al | gal acti c| supergal actic|ecliptic
degr adeN=<i nt - val ue> conbi neN=sun| sum per-unit|count]|...
peruni t N=st er adi an| degr ee2| arcm n2| ar csec2| mas2| uas2
transparencyN=0. .1 heal pi xN=<num expr > val ueN=<num expr >
i NN=<t abl e> i fnmt N=<i n-format> istreanN=true|fal se
i cmdN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:

=
p

=
=

niaref_density J 1farcmin™ 2

0.0l

stilts plot2sky | ayerl=heal pi x inl=sinbad-hpx8.fits heal pi x1=HPX8 val uel=NBREF
dat al evel 1=8 degradel=2 conbi ne=sum per-unit perunit=arcm n2
proj ection=aitoff datasysl=equatorial viewsys=gal actic |abel pos=none
auxfunc=l og auxmap=col d auxflip=true auxclip=0,1
xpi x=600 ypi x=280

combi neN = sumnj sum per-unit|count]... (Combiner)
Defines how values degraded to a lower HEALPix level are combined together to produce the
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value assigned to the larger tile, and hence its colour. This is mostly useful in the case that
degr ade>0.

For density-like values (count - per - uni t , sum per - uni t ) the scaling is additionally influenced
by the per uni t parameter.

The available options are:

suni the sum of all the combined values per bin

sum per - uni t : the sum of all the combined values per unit of bin size
count : the number of non-blank values per bin (weight isignored)
count - per - uni t : the number of non-blank values per unit of bin size (weight isignored)
mean: the mean of the combined values

nedi an: the median

ql: first quartile

g3: third quartile

mi n: the minimum of al the combined values

max: the maximum of all the combined values

st dev: the sample standard deviation of the combined values

hi t : 1if any values present, NaN otherwise (weight isignored)

[Default: nmean]

datal evel N = <i nt-value>  (Integer)
HEALPix level of the (implicit or explicit) tile indices. Legal values are between 0 (12 pixels)
and 29 (3458764513820540928 pixels). If a negative value is supplied (the default), then an
attempt is made to determine the correct level from the data.

[Default: - 1]

dat asysN = <val ue> (SkySys)
The sky coordinate system to which the HEALPix grid used by the input pixel file refers.

[Default: equat ori al ]

degradeN = <int-value>  (Integer)
Allows the HEALPix grid to be drawn at aless detailed level than the level at which the input
data are supplied. A value of zero (the default) means that the HEALPix tiles are painted with
the same resolution as the input data, but a higher value will degrade resolution of the plot
tiles, each plotted tile will correspond to 4"degrade input tiles. The way that values are
combined within each painted tile is controlled by the conbi ne value.

[Default: 0]

heal pi xN = <num expr > (String)
HEALPix index indicating the sky position of the tile whose value is plotted. If not supplied,
the assumption is that the supplied table contains one row for each HEALPiX tile at a given
level, in ascending order.

The value is a numeric algebraic expression based on column names as described in Section
10.

icmdN = <cmds>  (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an external file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter



SUN/256 228

commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <t abl e> (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give thei f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

peruni tN = steradi an| degr ee2| ar cmi n2| ar csec2| nas2| uas2 (SolidAngleUnit)
Defines the unit of sky area used for scaling density-like combinations (e.g.
conbi ne=count - per-uni t Of sum per-unit). If the Combination mode is calculating values
per unit area, this configures the area scale in question. For non-density-like combination
modes (e.g. conbi ne=sumor nean) it has no effect.

The available options are:

st er adi an: (180/Pi)"2 deg"2

degr ee2: square degrees

ar cmi n2: square arcminute, (1/60)"2 deg™2

ar csec2: square arcsecond, (1/3600)"2 deg"2
mas2: square milliarcsecond, (.001/3600)"2 deg"2
uas2: square microarcsecond, (1e-6/3600)"2 deg"2

[Default: degr ee2]

transparencyN = 0..1  (Double)
Transparency with which components are plotted, in the range O (opague) to 1 (invisible). The
valueis 1-apha

[Default: 0]
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val ueN = <num expr > (String)
Vaue of HEALPix tile, determining the colour which will be plotted.

The value is a numeric algebraic expression based on column names as described in Section
10.

vi ewsysN = equatori al | gal actic| supergal actic|ecliptic (SkySys)
The sky coordinate system used for the generated plot.

Choice of this value goes along with the data coordinate system that may be specified for plot
layers. If unspecified, a generic longitude/latitude system is used, and all lon/lat coordinates in
the plotted data layers are assumed to be in the same system. If a value is supplied for this
parameter, then a sky system must (implicitly or explicitly) be supplied for each data layer, and
the coordinates are converted from data to view system before being plotted.

The available options are:

equat ori al : J2000 equatorial system

gal acti c: IAU 1958 galactic system

super gal acti ¢c: De Vaucouleurs supergal actic system
ecl i ptic: ecliptic system based on conversion at 2000.0

[Default: equat ori al |

8.3.41 skygrid

Plots an additional axis grid on the celestial sphere. This can be overlaid on the default sky axis grid
so that axes for multiple sky coordinate systems are simultaneously visible. The plots are done
relative to the View sky system (vi ewsys parameter) defined for the plot as awhole.

Note that some of the configuration items for this plotter, such as grid line antialiasing and the
decimal/sexagesimal flag, are inherited from the values set for the main sky plot grid.

Usage Overview:

| ayer N=skygrid gridsysN=equatorial |gal actic|supergal actic|ecliptic
gri dcol or N=<rrggbb>| red| bl ue| ... transparencyN=0..1
| abel posN=l nt ernal | None | oncr owdN=<nunber > | at cr owdN=<nunber >

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:
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stilts plot2sky xpix=500 ypi x=250 projection=aitoff
vi ewsys=ecliptic
| ayer 1=skygri d gridsysl=gal actic gridcol or 1=Hot Pi nk | abel posl=none

gridcol orN = <rrggbb>| red| bl ue| ... (Color)
The color of the plot grid, given by name or as a hexadecimal RGB value.

The standard plotting colour names are r ed, bl ue, gr een, grey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBlue to Yel | owG een, listed eg. in the Extended color
keywor ds section of the CSS3 standard.

Alternatively, a six-digit hexadecima number RRGGBB may be supplied, optionally prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "f f 00f f ", "#f f 00f f " or "0xf f 00f f "
for magenta.

[Default: 1'i ght _grey]

gridsysN = equatorial | gal acti c| supergal actic|ecliptic (SkySys)
The sky coordinate system used for the additional grid axes. This is used in conunction with
thevi ewsys parameter defined for the plot as awhole to determin what grid linesto plot.

The available options are:

equat ori al : J2000 equatorial system

gal acti c: IAU 1958 galactic system

super gal acti ¢c: De Vaucouleurs supergalactic system
ecliptic: ecliptic system based on conversion at 2000.0

[Default: equat ori al |

| abel posN = Internal | None  (SkyAxisLabeller)
Controls how and whether the numeric annotations of the lon/lat axes are displayed.

The available options are:
* Internal : Labelsare drawn inside the plot bounds
* None: Axesarenot labelled

[Default: I nt ernal |
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| at cr owdN = <nunber > (Double)
Determines how closely sky latitude grid lines (parallels) are spaced. The default value is 1,
meaning normal crowding. Larger values result in more grid lines, and smaller values in fewer
grid lines.

[Default: 1]

| oncr owdN = <nunber > (Double)
Determines how closely sky longitude grid lines (meridians) are spaced. The default valueis 1,
meaning normal crowding. Larger values result in more grid lines, and smaller values in fewer
grid lines.

[Default: 1]

transparencyN = 0..1 (Double)
Transparency with which components are plotted, in the range O (opaque) to 1 (invisible). The
valueis 1-apha

[Default: 0]

8.3.42 xyzvect or

Plots directed lines from the data position given delta values for the coordinates. The plotted
markers are typically little arrows, but there are other options.

In some cases the supplied data values give the actual extents in data coordinates for the plotted
vectors but sometimes the data is on a different scale or in different units to the positional
coordinates. As a convenience for this case, the plotter can optionally scale the magnitudes of all
the vectors to make them a reasonable size on the plot, so by default the largest ones are a few tens
of pixelslong. This auto-scaling is turned off by default, but it can be activated with the aut oscal e
option. Whether autoscaling is on or off, the scal e option can be used to apply a fixed scaling
factor.

Usage Overview:

| ayer N=xyzvector arrowN=smal | _arrow| medi umarrow ... thickN=<int-val ue>
scal eN=<factor> aut oscal eN=true|fal se
shadi ngN=f | at | t ransl ucent | transparent | densi ty| aux| wei ght ed <shade- paransN
XN=<num expr > yN=<num expr> zN=<num expr >
xdel t aN=<num expr > ydel t aN=<num expr> zdel t aN=<num expr >
i NN=<t abl e> i fm N=<in-format> istream\=true|fal se
i cmdN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:
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stilts plot2cube in=gavo_g2.fits
x=x y=y z=z xdel ta=vel X ydel ta=vel Y zdel ta=vel Z aut oscal e=true
col or=Bl ueViol et scale=1.5
| ayer 1=xyzvect or shadi ngl=transparent opaquel=5 arrowl=nmedi umfilled_dart
| ayer 2=xyzvect or shadi ng2=fl at arrow2=nedi um open_dart
Xxm n=6 xmax=7.5 ymin=12.5 ymax=13.5 zmi n=19 zmax=21.5

arrowmN = smal | _arrow medi umarrow . .. (MultiPointShape)
How arrows are represented.

The available options are:

e small_arrow

e nediumarrow

* Jarge_arrow

e snall_open_dart

* medi um open_dart
* J|arge_open_dart

e small filled dart
e nediumfilled dart
* Jarge_filled_dart
* lines

* capped_lines

[Default: smal | _arr ow]

aut oscal eN = true|false  (Boolean)
Determines whether the default size of variable-sized markers like vectors and ellipses are
automatically scaled to have a sensible size. If true, then the sizes of all the plotted markers are
examined, and some dynamically calculated factor is applied to them all to make them a
sensible size (by default, the largest ones will be afew tens of pixels). If false, the sizes will be



SUN/256 233

the actual input values interpreted in data coordinates.

If auto-scaling is on, then markers will keep approximately the same screen size during zoom
operations; if it's off, they will keep the same size in data coordinates.

Marker size is also affected by the scal e parameter.
[Default: f al se]

i cnmdN = <crds> (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

* A filename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

scal eN = <factor>  (Double)
Affects the size of variable-sized markers like vectors and ellipses. The default value is 1,
smaller or larger values multiply the visible sizes accordingly.
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[Default: 1]

shadi ngN = flat|transl ucent|transparent]|density|aux| wei ghted <shade- paransN>
(ShapeMode)
Determines how plotted objectsin layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

flat (Section 8.4.2)

transl ucent (Section 8.4.3)
transparent (Section 8.4.4)
density (Section 8.4.5)

aux (Section 8.4.6)

wei ghted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: f1 at ]

thickN = <int-value>  (Integer)
Controls the line thickness used when drawing shapes. Zero, the default value, means a
1-pixel-wide line is used. Larger values make drawn lines thicker, but note changing this value
will not affect all shapes, for instance filled rectangles contain no line drawings.

[Default: 0]

xN = <num expr > (String)
X coordinate.

The value is a numeric algebraic expression based on column names as described in Section
10.

xdel taN = <numexpr>  (String)
Vector component in the X direction.

The value is a numeric algebraic expression based on column names as described in Section
10.

yN = <numexpr>  (String)
Y coordinate.

The value is a numeric algebraic expression based on column names as described in Section
10.

ydel taN = <numexpr>  (String)
Vector component inthe Y direction.

The value is a numeric algebraic expression based on column names as described in Section
10.

zN = <numexpr>  (String)
Z coordinate.

The value is a numeric algebraic expression based on column names as described in Section
10.

zdel taN = <numexpr>  (String)
Vector component in the Z direction.

The value is a numeric algebraic expression based on column names as described in Section
10.

8.3.43 xyzerror
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Plots symmetric or asymmetric error bars in some or al of the plot dimensions. The shape of the
error "bars' is quite configurable, including (for 2-d and 3-d errors) ellipses, rectangles etc aligned
with the axes.

Usage Overview:

| ayer N=xyzerror errorbarN=none|lines|capped_lines|... thickN=<int-value>
shadi ngN=f | at | t ransl ucent | t ranspar ent | densi t y| aux| wei ght ed <shade- par ansN>
XN=<num expr > yN=<num expr> zN=<num expr > xerrhi N=<num expr >
xerrl oN=<num expr > yerrhi N=<num expr> yerr| oN=<num expr >
zerr hi Ne<num expr > zerr | oN=<num expr > i nN=<t abl e>
ifntN=<in-format> i streanN=true|fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:

17 &

stilts plot2cube in=dr5qgso.fits icnd="sel ect norphol ogy==1"
x=psfmag_g xerrhi =psfnagerr_g
y=psfmag_r yerrhi =psfmagerr_r
z=psfmag_u zerrhi =psfnagerr_u
| ayer 1=nar k
| ayer 2=xyzerror errorbar2=cuboid
shadi ng=t r anspar ent opaque=3
xm n=17.5 xmax=18 ymi n=17.3 ymax=17.7 zmi n=17.4 zmax=18. 2

errorbarN = none| | i nes| capped_|ines]... (MultiPointShape)
How errorbars are represented.

The available options are:

b none
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l'i nes
capped_I i nes

caps

arrows

cuboi d

el lipse
crosshair_el lipse
rectangl e
crosshair_rectangl e
filled_ellipse
filled_rectangle

[Default: I'i nes]

i cndN = <crds> (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a"”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)
If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
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parameter isignored for scheme-specified tables.
[Default: f al se]

shadi ngN = flat|transl ucent|transparent]|density|aux| wei ghted <shade- paransN>
(ShapeMode)
Determines how plotted objectsin layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

flat (Section 8.4.2)

transl ucent (Section 8.4.3)
transparent (Section 8.4.4)
density (Section 8.4.5)

aux (Section 8.4.6)

wei ghted (Section 8.4.7)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: f1 at ]

thickN = <int-value>  (Integer)
Controls the line thickness used when drawing shapes. Zero, the default value, means a
1-pixel-wide line is used. Larger values make drawn lines thicker, but note changing this value
will not affect all shapes, for instance filled rectangles contain no line drawings.

[Default: 0]

xN = <num expr > (String)
X coordinate.

The value is a numeric algebraic expression based on column names as described in Section
10.

xerrhi N = <numexpr>  (String)
Error in the X coordinate in the positive direction. If no corresponding negative error value is
supplied, then this value is also used in the negative direction, i.e. in that case errors are
assumed to be symmetric.

The value is a numeric algebraic expression based on column names as described in Section
10.

xerrl oN = <numexpr>  (String)
Error in the X coordinate in the negative direction. If left blank, it is assumed to take the same
value as the positive error.

The value is a numeric algebraic expression based on column names as described in Section
10.

yN = <numexpr>  (String)
Y coordinate.

The value is a numeric algebraic expression based on column names as described in Section
10.

yerrhiN = <numexpr>  (String)
Error in the Y coordinate in the positive direction. If no corresponding negative error value is
supplied, then this value is also used in the negative direction, i.e. in that case errors are
assumed to be symmetric.

The value is a numeric algebraic expression based on column names as described in Section
10.

yerrl oN = <numexpr>  (String)
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Error inthe Y coordinate in the negative direction. If left blank, it is assumed to take the same
value as the positive error.

The value is a numeric algebraic expression based on column names as described in Section
10.

zN = <num expr > (String)
Z coordinate.

The value is a numeric algebraic expression based on column names as described in Section
10.

zerrhi N = <num expr > (String)
Error in the Z coordinate in the positive direction. If no corresponding negative error value is
supplied, then this value is also used in the negative direction, i.e. in that case errors are
assumed to be symmetric.

The value is a numeric algebraic expression based on column names as described in Section
10.

zerrl oN = <num expr > (String)
Error in the Z coordinate in the negative direction. If left blank, it is assumed to take the same
value as the positive error.

The value is a numeric algebraic expression based on column names as described in Section
10.

8.3.441ine3d

Plots a point-to-point line joining up the positions of data points in three dimensions. There are
additional options to pre-sort the points by a given quantity before drawing the lines (using the sor t
value), and to vary the colour of the line along its length (using the aux value). The options for
controlling the Aux colour map are controlled at the level of the plot itself, rather than by per-layer
configuration.

Note that the line positioning in 3d and the line segment aux colouring is somewhat approximate. In
most cases it is good enough for visual inspection, but pixel-level examination may reveal
discrepancies.

Usage Overview:

| ayer N=l i ne3d col or N=<rr ggbb>| red| bl ue| ... thickN=<pixel s>
<pos- coor d- par anmsN> auxN=<num expr > sort N=<num expr >
i NN=<tabl e> i fnm N=<in-format> istreamN=true|fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Positional Coordinate Parameters:
The positional coordinates <pos- coor d- par amsN> give a position for each row of the input
table. Their form depends on the plot geometry, i.e. which plotting command is used. For a
plane plot (p! ot 2pl ane) the parameters would be xN and yN. The coordinate parameter values
arein all cases strings interpreted as numeric expressions based on column names. These can
be column names, fixed values or algebraic expressions as described in Section 10.

Example:
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stilts plot2cube in=ziers.fits x=x y=y z=LOD
| ayer 1=l i ne3d i cndl='sel ect decYear >1963&&decYear<1964.5" thickl=3 auxl=L(
| ayer 2=mar k shadi ng2=transl ucent col or2=cccc00 transl evel 2=0. 35
auxmap=cyan- nagent a auxvi si bl e=fal se | egend=f al se
phi =- 150 theta=25 psi =180 xpi x=400 ypi x=400

auxN = <numexpr>  (String)
If supplied, this adjusts the colouring of the line along its length according to the value of this
coordinate.

The value is a numeric algebraic expression based on column names as described in Section
10.

col orN = <rrggbb>| red| bl ue] . .. (Color)
The color of plotted data, given by name or as a hexadecimal RGB value.

The standard plotting colour names are r ed, bl ue, gr een, gr ey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBlue t0o Yel | owG een, listed eg. in the Extended color
keywor ds section of the CSS3 standard.

Alternatively, a six-digit hexadecimal number RRGGBB may be supplied, optionally prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "f f 00f f ", "#f f 00f f " or "0xf f 00f f "
for magenta.

[Default: r ed]
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i cnmdN = <crds> (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN = <in-formt> (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

* A filename.

 AURL.

* The special value "- ", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreamN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

sortN = <numexpr>  (String)
If supplied, this gives a value to define in what order points are joined together. If no value is
given, the natural order is used, i.e. the sequence of rowsin the table.

Note that if the required order is in fact the natural order of the table, it is better to leave this
value blank, since sorting is a potentially expensive step.

The value is a numeric algebraic expression based on column names as described in Section
10.

thi ckN = <pi xel s>  (Integer)
Thickness of plotted line in pixels.
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[Default: 1]

8.3.45 spheregrid

Plots a spherical grid around the origin of a 3-d plot. The radius of the sphere can be configured
explicitly, otherwise a suitable default value (that should make at least some of the grid visible) will
be chosen.

Usage Overview:

| ayer N=spheregri d radi usN=<nunber > gri dcol or N=<rr ggbb>| r ed| bl ue| ...
t hi ckN=<pi xel s> nl onNe<i nt - val ue> nl at N=<i nt - val ue>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:

] =T
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stilts plot2sphere | egend=fal se xpi x=350 ypi x=350
| ayer1=mark i nl=tgas_source.fits lonl=ra |atl=dec ri=1
shadi ngl=t ransparent opaquel=850 col or 1=or ange
| ayer 2=spheregrid gridcol or2=green thick2=2

gridcol orN = <rrggbb>| red| bl ue| ... (Color)
The color of the spherical grid, given by name or as a hexadecima RGB value.

The standard plotting colour names are r ed, bl ue, gr een, grey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are also understood. The list currently contains those colour names understood by
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most web browsers, from AliceBlue t0 Yel | owG een, listed eg. in the Extended color
keywor ds section of the CSS3 standard.

Alternatively, a six-digit hexadecimal number RRGGBB may be supplied, optionally prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "f f 00f f ", "#f f 00f f " Or "0xf f 00f f "
for magenta.

[Default: grey]

nlatN = <int-value>  (Integer)
Number of latitude lines to plot both above and below the equator in the spherical grid. A
value of zero plots just the equator, and negative values plot no parallels at all.

[Default: 2]

nlonN = <int-value>  (Integer)
Number of longitude great circlesto plot in the spherical grid. Since each great circle joins the
poles in two hemispheres, this value is half the number of meridiansto be drawn.

[Default: 3]

radi usN = <number > (Double)
Defines the radius of the spherical grid that is drawn around the origin. Positive values give the
radius in data units, negative values provide a multiplier for the default radius which is chosen
on the basis of the currently visible volume.

[Default: - 1]

thi ckN = <pixel s>  (Integer)
Thickness of plotted line in pixels.

[Default: 1]

8.3.46 yerror
Plots symmetric or asymmetric error barsin the Y direction.
Usage Overview:

| ayer N=yerror errorbarN=none|lines|capped_I| i nes|caps|arrows
t hi ckN=<i nt -val ue> shadi ngN=f | at <shade- par ans N>
t N=<ti me-expr> ttypeN=DecYear | MID| JD| Uni x| | so8601
yN=<num expr > yerr hi N=<num expr > yerr| oN=<num expr >
i NN=<tabl e> i fnm N=<in-format> istreamN\=true|fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:
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stilts plot2tine i n=ACE_dat a.vot t=epoch y=Bnag
| ayer 1=yerror yerrhi 1=si gnma_B errorbarl=capped_l|i nes
| ayer 2=mar k shape2=open_circle size2=3
| ayer 3=l i ne col or 3=a0a0a0
t m n=2001- 08- 17T07 t max=2001-08-17T10 ypi x=250

errorbarN = none| | i nes| capped_| i nes| caps| arr ows (MultiPointShape)
How errorbars are represented.

The available options are:

* none

* lines

* capped_lines
* caps

* arrows
[Default: I'i nes]

icmdN = <cmds>  (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i nN.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an external file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file fil enane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmtN = <in-format>  (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. Thisflag can be used if you know what format your tableisin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.
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[Default: (aut o) ]

inN = <tabl e> (StarTable)
The location of the input table. This may take one of the following forms:

* Afilename.

 AURL.

* The special value "-", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not al formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a”| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreanN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

shadi ngN = fl at <shade-paransN>  (ShapeMode)
Determines how plotted objectsin layer N are coloured. This may be influenced by how many
objects are plotted over each other as well as the values of other parameters. Available options
(Section 8.4) are:

e flat (Section 8.4.2)

Each of these options comes with its own set of parameters to specify the details of how
colouring is done.

[Default: f1 at ]

tN = <tinme-expr> (String)
Time coordinate.

The valueis a Time value algebraic expression based on column names as described in Section
10.

thi ckN = <int-value>  (Integer)
Controls the line thickness used when drawing shapes. Zero, the default value, means a
1-pixel-wide line is used. Larger values make drawn lines thicker, but note changing this value
will not affect all shapes, for instance filled rectangles contain no line drawings.

[Default: 0]

ttypeN = DecYear | MID| JD| Uni x| | s08601 (TimeMapper)
Selects the form in which the Time value for parameter t N is supplied. Options are:

DecYear: Yearssince 0 AD

M D: Modified Julian Date

JD: Julian Day

Uni x: Seconds since midnight 1 Jan 1970
| s08601: 1SO 8601 string

If left blank, a guess will be taken depending on the data type of the value supplied for thet N
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value.

yN = <num expr > (String)
Vertical coordinate.

The value is a numeric algebraic expression based on column names as described in Section
10.

yerrhi N = <num expr > (String)
Error in the Y coordinate in the positive direction. If no corresponding negeative error value is
supplied, then this value is also used in the negative direction, i.e. in that case errors are
assumed to be symmetric.

The value is a numeric algebraic expression based on column names as described in Section
10.

yerrl oN = <num expr > (String)
Error inthe Y coordinate in the negative direction. If left blank, it is assumed to take the same
value as the positive error.

The value is a numeric algebraic expression based on column names as described in Section
10.

8.3.47 spect rogram

Plots spectrograms. A spectrogram is a sequence of spectra plotted as vertical 1-d images, each one
plotted at a different horizontal coordinate.

This specialised layer isonly availablefor ti ne plots.

The way that data values are mapped to colours is usually controlled by options at the level of the
plot itself, rather than by per-layer configuration.

Usage Overview:

| ayer N=spectrogram t N=<ti nme- expr> ttypeN=DecYear | MID| JD| Uni x| | so8601
spect runmN=<array-expr> tw dt hN=<num expr > i nN=<t abl e>
ifntN=<in-format> i streanN=true|fal se i cndN=<cnds>

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:
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stilts plot2time |ayerl=spectrograminl=LRS_NPW V010_20071101. cdf tl=epoch spectrunl=RX2
auxfunc=li near auxmap=pl asma auxclip=0, 1
Xpi x=600 ypi x=300
t m n=2007-11-01TO0 tnmax=2007-11-01T12 ynmax=500

icmdN = <cmds>  (ProcessingStep[])
Specifies processing to be performed on the layer N input table as specified by parameter i n\.
The value of this parameter is one or more of the filter commands described in Section 6.1. If
more than one is given, they must be separated by semicolon characters (*;"). This parameter
can be repeated multiple times on the same command line to build up alist of processing steps.
The sequence of commands given in this way defines the processing pipeline which is
performed on the table.

Commands may alteratively be supplied in an externa file, by using the indirection character
'‘@'. Thus a value of "@il enane" causes the file filenane to be read for a list of filter
commands to execute. The commands in the file may be separated by newline characters
and/or semicolons, and lines which are blank or which start with a'#' character are ignored.

ifmN=<in-format>  (String)
Specifies the format of the input table as specified by parameter i nN. The known formats are
listed in Section 5.1.1. This flag can be used if you know what format your table isin. If it has
the special value (aut o) (the default), then an attempt will be made to detect the format of the
table automatically. This cannot always be done correctly however, in which case the program
will exit with an error explaining which formats were attempted. This parameter isignored for
scheme-specified tables.

[Default: (aut o) ]

inN = <table>  (StarTable)
The location of the input table. This may take one of the following forms:

o Afilename.

 AURL.

* The special value "-", meaning standard input. In this case the input format must be given
explicitly using the i f nt N parameter. Note that not all formats can be streamed in this
way.

* A scheme specification of the form : <schene- name>: <schene- ar gs>.

* A system command line with either a"<" character at the start, or a"| " character at the
end ("<syscmd" or "syscnd|"). This executes the given pipeline and reads from its
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standard output. Thiswill probably only work on unix-like systems.

In any case, compressed data in one of the supported compression formats (gzip, Unix
compress or bzip2) will be decompressed transparently.

istreanN = true|fal se (Boolean)

If set true, the input table specified by the i nN parameter will be read as a stream. It is
necessary to give the i f nt N parameter in this case. Depending on the required operations and
processing mode, this may cause the read to fail (sometimes it is necessary to read the table
more than once). It is not normally necessary to set this flag; in most cases the data will be
streamed automatically if that is the best thing to do. However it can sometimes result in less
resource usage when processing large files in certain formats (such as VOTable). This
parameter isignored for scheme-specified tables.

[Default: f al se]

spectrunN = <array- expr> (String)
Provides an array of spectral samples at each data point. The value must be a numeric array
(e.g. the value of an array-valued column).

The value is an array-valued algebraic expression based on column names as described in
Section 10. Some of the functionsin the Arrays class may be useful here.

tN = <time-expr> (String)
Time coordinate.

The valueis a Time value algebraic expression based on column names as described in Section
10.

ttypeN = DecYear| MID| JD| Uni x| | s08601 (TimeMapper)
Selects the form in which the Time value for parameter t N is supplied. Options are:

DecYear: Yearssince 0 AD

M D: Modified Julian Date

JD: Julian Day

Uni x: Seconds since midnight 1 Jan 1970
| s08601: 1SO 8601 string

If left blank, a guess will be taken depending on the data type of the value supplied for thet N
value.

twi dthN = <numexpr>  (String)
Range on the Time axis over which the spectrum is plotted. If no value is supplied, an attempt
will be made to determine it automatically by looking at the spacing of the Time coordinates
plotted in the spectrogram.

The value is a numeric algebraic expression based on column names as described in Section
10.

8.4 Shading Modes

Some plot layer types have an associated shadi ng parameter which determines how plotted markers
are coloured. This is independent of the marker shapes (which may be points, vectors, ellipses, ...)
but may be affected by how many markers are plotted on top of each other, additional input table
values, selected colour maps etc. For the simplest shading types (e.g. flat) it's just a case of
choosing a colour, but the more complex ones have several associated parameters.

The various shading types and their usages are described in the following subsections.

84.1auto
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Paints isolated points in their selected colour but where multiple points in the same layer overlap it
adjusts the clour by darkening it. This means that for isolated points (most or al points in a
non-crowded plot, or outliers in a crowded plot) it behaves just like flat mode, but it's easy to see
where overdense regionslie.
Thisislike density mode, but with no user-configurable options.
Usage:

shadi ngN=aut o col or N=<rrggbb>| red| bl ue| ...

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:

&

psfmag_u-psfmag_g

"’.-
-0.5 0 0.5 1.0 1.5 2.0 2.5

psfimag_g-psfmag_r

stilts plot2plane | ayerl=mark inl=dr5qgso.fits
shadi ngl=aut o
x1l=psfmag_g-psfrmag r yl=psfrmag u-psfmag_g sizel=2
xm n=-0.5 xmax=2.5 ym n=-1 ynax=6

Associated parameters are as follows:

col or N = <rrggbb>| red| bl ue| . .. (Color)
The color of plotted data, given by name or as a hexadecimal RGB value.

The standard plotting colour names are r ed, bl ue, gr een, grey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBl ue to Yel |l owG een, listed e.g. in the Extended color
keywor ds section of the CSS3 standard.
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Alternatively, a six-digit hexadecimal number RRGGBB may be supplied, optionally prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "f f 00f f ", "#f f 00f f " Or "0xf f 00f f "
for magenta.

[Default: r ed]

8.4.2f at
Paints markersin asingle fixed colour.
Usage:
shadi ngN=f | at col or N=<rrggbb>| red| bl ue| . ..
All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:

&

psfmag_u-psfmag_g

psfmag_g-psfmag_r

stilts plot2plane | ayerl=mark inl=dr5qgso.fits
shadi ng1=f| at
x1=psfmag_g- psfmag_r yl=psfrmag_u-psfnmag_g sizel=2
xm n=-0.5 xmax=2.5 ym n=-1 ynax=6

Associated parameters are as follows:

col orN = <rrggbb>| red| bl ue]| ... (Color)
The color of plotted data, given by name or as a hexadecimal RGB value.

The standard plotting colour names are r ed, bl ue, gr een, grey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
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list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBlue t0 Yel |l owG een, listed eg. in the Extended color
keywor ds section of the CSS3 standard.

Alternatively, a six-digit hexadecimal number RRGGBB may be supplied, optionally prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "f f 00f f ", "#f f 00f f " Or "0xf f 00f f "
for magenta.

[Default: r ed]

8.4.3transl ucent

Paints markers in a transparent version of their selected colour. The degree of transparency is
determined by how many points are plotted on top of each other and by the transparency level.
Unlike transparent mode, the transparency varies according to the average point density in the plot,
so leaving the setting the same as you zoom in and out usually has a sensible effect.

Usage:

shadi ngN=t ransl ucent col or N=<rrggbb>| red| bl ue| ... transl evel N=<nunber >

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:

&

psfmag_u-psfmag_g

I

205 0 0.5 1.0 15 2.0 2.5
psfmag_g-psfmag_r

stilts plot2plane |ayerl=mark inl=dr5gso.fits
shadi ngl=t ransl ucent
x1=psfmag_g- psfmag_r yl=psfrmag_u-psfnmag_g sizel=2
xm n=-0.5 xmax=2.5 ym n=-1 ynax=6
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Associated parameters are as follows:

col orN = <rrggbb>| red| bl ue] . .. (Color)
The color of plotted data, given by name or as a hexadecimal RGB value.

The standard plotting colour names are r ed, bl ue, gr een, gr ey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBlue t0 Yel | owG een, listed eg. in the Extended color
keywor ds section of the CSS3 standard.

Alternatively, a six-digit hexadecimal number RRGGBB may be supplied, optionally prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "f f 00f f ", "#f f 00f f " Or "0xf f 00f f "
for magenta.

[Default: r ed]

transl evel N = <nunber > (Double)
Sets the level of automatically controlled transparency. The higher this value the more
transparent points are. Exactly how transparent points are depends on how many are currently
being plotted on top of each other and the value of this parameter. The idea is that you can set
it to some fixed value, and then get something which looks similarly transparent while you
zoom in and out.

[Default: 0. 1]

8.4.4transparent

Paints markers in a transparent version of their selected colour. The degree of transparency is
determined by how many points are plotted on top of each other and by the opague limit. The
opaque limit fixes how many points must be plotted on top of each other to completely obscure the
background. Thisis set to afixed value, so atransparent level that works well for a crowded region
(or low magnification) may not work so well for a sparse region (or when zoomed in).

Usage:
shadi ngN=t ranspar ent col or N=<rrggbb>| red| bl ue| ... opaqueN=<nunber >

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:
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&

psfmag_u-psfimag_g

205 0 0.5 1.0 15 2.0 2.5
psfmad_g-psfmag_r

stilts plot2plane | ayerl=mark inl=dr5qgso.fits
shadi ngl=t r anspar ent
x1l=psfmag_g-psfrmag r yl=psfrmag u-psfmag_g sizel=2
xm n=-0.5 xmax=2.5 ym n=-1 ymax=6

Associated parameters are as follows:

col orN = <rrggbb>| red| bl ue| . .. (Color)
The color of plotted data, given by name or as a hexadecimal RGB value.

The standard plotting colour names are r ed, bl ue, gr een, grey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBl ue to Yel |l owGr een, listed e.g. in the Extended color
keywor ds section of the CSS3 standard.

Alternatively, a six-digit hexadecima number RRGGBB may be supplied, optionaly prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "f f 00f f ", "#f f 00f f " or "0xf f 00f f "
for magenta.

[Default: r ed]

opaqueN = <nurmber>  (Double)
The opacity of plotted points. The value is the number of points which have to be overplotted
before the background is fully obscured.

[Default: 4]

8.4.5density

Paints markers using a configurable colour map to indicate how many points are plotted over each



SUN/256 253

other. Specifically, it colours each pixel according to how many times that pixel has has been
covered by one of the markers plotted by the layer in question. To put it another way, it generates a
false-colour density map with pixel granularity using a smoothing kernel of the form of the markers
plotted by the layer. The upshot is that you can see the plot density of points or other markers
plotted.

Thisislike auto mode, but with more user-configurable options.
Usage:

shadi ngN=density col or N=<rr ggbb>| red| bl ue|. ..
densemapN=<map- nane>| <col or >- <col or >[ - <col or>. . . ]
densecl | pN=<I 0>, <hi > densefli pN=true|fal se
densequant N=<numnber > densesubN=<| 0>, <hi >
densef uncN=l og| | i near| hi st ogr anj hi st ol og| sqrt | squar e| acos| cos

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:

&

psfmag_u-psfmag_qg

205 0 0.5 1.0 15 2.0 2.5
psfimag_g-psfmag_r

stilts plot2plane |ayerl=mark inl=dr5qgso.fits
shadi ngl=density densemapl=viridis
x1l=psfmag_g-psfrmag r yl=psfrmag u-psfnag_g sizel=2
xm n=-0.5 xmax=2.5 ym n=-1 ynax=6

Associated parameters are as follows:

col orN = <rrggbb>| red| bl ue] . .. (Color)
The color of plotted data, given by name or as a hexadecimal RGB value.

The standard plotting colour names are r ed, bl ue, gr een, gr ey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
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list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBlue t0 Yel |l owG een, listed eg. in the Extended color
keywor ds section of the CSS3 standard.

Alternatively, a six-digit hexadecimal number RRGGBB may be supplied, optionally prefixed
by "#" or "ox", giving red, green and blue intensities, e.g. "f f 00f f ", "#f f 00f f " Or "0xf f 00f f "
for magenta.

[Default: r ed]

denseclipN = <l o> <hi>  (Subrange)
Defines a subrange of the colour ramp to be used for Density shading. The valueis specified as
a (low,high) comma-separated pair of two numbers between 0 and 1.

If the full range o, 1 is used, the whole range of colours specified by the selected shader will be
used. But if for instance avalue of 0, 0. 5 isgiven, only those colours at the left hand end of the
ramp will be seen.

If the null (default) value is chosen, a default clip will be used. This generally covers most or
al of the range 0-1 but for colour maps which fade to white, a small proportion of the lower
end may be excluded, to ensure that al the colours are visually distinguishable from a white
background. This default is usually agood ideaif the colour map is being used with something
like a scatter plot, where markers are plotted against a white background. However, for
something like a density map when the whole plotting area is tiled with colours from the map,
it may be better to supply the whole range o, 1 explicitly.

denseflipN = true|fal se (Boolean)
If true, the colour map on the Density axis will be reversed.

[Default: f al se]

densefuncN = | og| | i near | hi st ogranj hi st ol og| sqrt | squar e| acos| cos (Scaling)
Defines the way that values in the Density range are mapped to the selected colour ramp.

The available options are:

| og: Logarithmic scaling

l'i near : Linear scaling

hi st ogr ani Scaling follows data distribution, with linear axis

hi st ol og: Scaling follows data distribution, with logarithmic axis
sqrt : Square root scaling

squar e: Square scaling

acos: Arccos Scaling

cos: Cos Scaling

For all these options, the full range of data values is used, and displayed on the colour bar if
applicable (though it can be restricted using the densesub option) The Li near, Log, Squar e and
Sqrt options just apply the named function to the full data range. The histogram options on the
other hand use a scaling function that corresponds to the actual distribution of the data, so that
there are about the same number of points (or pixels, or whatever is being scaled) of each
colour. The histogram options are somewhat more expensive, but can be a good choice if you
are exploring data whose distribution is unknown or not well-behaved over its min-max range.
The Hi st ogram and Hi st oLog options both assign the colours in the same way, but they
display the colour ramp with linear or logarithmic annotation respectively; the Hi st oLog
option aso ignores non-positive values.

[Default: | og]

densemapN = <map- nane>| <col or >- <col or >[ - <col or >. . . ] (Shader)

Color map used for Density axis shading.
A mixed bag of colour ramps are available: bl acker, whiter, inferno, magma, pl asma,
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viridis, cividis, cubehelix, sron, rainbow, rai nbow2, r ai nbow3, past el , accent, gnupl ot ,
gnupl ot 2, specxby, set 1, pai red, hot col d, rdbu, pi yg, brbg, cyan- magent a, r ed- bl ue, brg,
heat, col d, Iight, greyscal e, col our, standard, bugn, bupu, orrd, pubu, purd, pai nbow,
huecl , hue, intensity, rgb_red, rgb_green, rgb_bl ue, hsv_h, hsv_s, hsv_v, yuv_y, yuv_u,
yuv_v, scal e_hsv_s, scal e_hsv_v, scal e_yuv_y. Note: many of these, including rainbow-like
ones, are frowned upon by the visualisation community.

You can also construct your own custom colour map by giving a sequence of colour names
separated by minus sign ("- ") characters. In this case the ramp is a linear interpolation between
each pair of colours named, using the same syntax as when specifying a colour value. So for
instance "yel | ow hot pi nk- #0000f f " would shade from yellow via hot pink to blue.

[Default: bl acker ]

densequant N = <nunber > (Double)
Allows the colour map used for the Density axis to be quantised. If an integer value N is
chosen then the colour map will be viewed as N discrete evenly-spaced levels, so that only N
different colours will appear in the plot. This can be used to generate a contour-like effect, and
may make it easier to trace the boundaries of regions of interest by eye.

If left blank, the colour map is nominally continuous (though in practice it may be quantised to
amedium-sized number like 256).

densesubN = <l 0>, <hi > (Subrange)
Defines a normalised adjustment to the data range of the Density axis. The value may be
specified as a comma-separated pair of two numbers, giving the lower and upper bounds of the
range of of interest respectively. This sub-range is applied to the data range that would
otherwise be used, either automatically calculated or explicitly supplied; zero corresponds to
the lower bound and one to the upper.

The default value "0, 1" therefore has no effect. The range could be restricted to its lower half
with thevalueo, 0. 5.

[Default: o, 1]

8.4.6 aux

Paints markers in a colour determined by the value of an additional data coordinate. The marker
colours then represent an additional dimension of the plot. Y ou can also adjust the transparency of
the colours used. The way that data values are mapped to colours is usually controlled by options at
the level of the plot itself, rather than by per-layer configuration.

Usage:

shadi ngN=aux auxN=<num expr > auxnul | col or N=<rr ggbb>| red| bl ue| . ..
opaqueN=<nunber >

All the parameters listed here affect only the relevant layer, identified by the suffix N.

Example:
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&

psfmag_u-psfimag_g

psfmag_g-psfmag_r

stilts plot2plane | ayerl=mark inl=dr5qgso.fits
shadi ngl=aux auxl=z auxmap=pl asma
x1=psfmag_g- psfmag_r yl=psfrmag_u-psfnmag_g sizel=2
xm n=-0.5 xmax=2.5 ym n=-1 ynax=6

Associated parameters are as follows:

auxN = <numexpr>  (String)
Colour coordinate for Aux shading.

This parameter gives a column name, fixed value, or algebraic expression for the aux
coordinate for layer N. The value is a numeric algebraic expression based on column names as
described in Section 10.

auxnul | col orN = <rrggbb>| red| bl ue| ... (Color)
The color of points with anull value of the Aux coordinate, given by name or as a hexadecimal
RGB value.

The standard plotting colour names are r ed, bl ue, gr een, grey, magent a, cyan, or ange, pi nk,
yel | ow, bl ack, | i ght _gr ey, whi t e. However, many other common colour names (too many to
list here) are also understood. The list currently contains those colour names understood by
most web browsers, from AliceBlue to Yel | owGeen, listed eg. in the Extended color
keywor ds section of the CSS3 standard.

Alternatively, a six-digit hexadecima number RRGGBB may be supplied, optionally prefix